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#### Abstract

We prove the long-standing conjecture of Welch stating that for odd $n=2 m+1$, the power function $\boldsymbol{x}^{\boldsymbol{d}}$ with $d=2^{m}+3$ is maximally nonlinear on GF $\left(2^{n}\right)$ or, in other terms, that the crosscorrelation function between a binary maximum-length linear shift register sequences of degree $n$ and a decimation of that sequence by $2^{m}+3$ takes on precisely the three values $-1,-1 \pm 2^{m+1}$.
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## I. Introduction and Preliminaries

IN his 1968 paper [7], S. W. Golomb mentioned a conjecture of Welch concerning the crosscorrelation function of binary $m$-sequences (see also Niho's thesis [11] of 1972). Since that time, crosscorrelation functions have been studied intensively, but Welch's conjecture remained open. A weakened version was recently verified by the third author [5]. Based on this prework we shall finally confirm the Welch conjecture in the present paper. Applying McEliece's powerful theorem on divisible codes we can reduce the problem to an inequality for the Hamming weights of cyclotomic numbers, which actually holds as is demonstrated in the next section.
Let $L=\mathrm{GF}\left(2^{n}\right)$ be the finite field with $2^{n}$ elements, where $n=2 m+1$ is odd. A mapping $F$ from $L$ to $L$ is called almost perfect nonlinear (APN) if each equation

$$
\begin{equation*}
F(t+a)+F(t)=b \quad\left(a \in L^{*}, b \in L\right) \tag{1}
\end{equation*}
$$

has at most two (and therefore either none or precisely two) solutions $t$ in $L$. We note that an APN power function $F(x)=$ $x^{d}$ is necessarily one-to-one for odd $n$, as can be seen easily.

Being APN is a "differential" property. Nevertheless, for odd $n$ it is closely related to another extremal kind of nonlinearity which refers to the Hamming distance to linear mappings. The basic tool for the latter aspect is the Walsh transform $f^{\mathcal{W}}$ of a Boolean function $f: L \longrightarrow \mathrm{GF}(2)$, which is defined as

$$
f^{\mathcal{Y}}(a)=\sum_{x \in L} \chi(f(x)+\operatorname{Tr}(a x)), \quad a \in L .
$$

[^0]Here $\chi(y)=(-1)^{\operatorname{Tr}(y)}$ denotes the canonical additive character on GF (2). The $f^{\mathcal{W}}(a)$ are said to be the Walsh coefficients of $f$. If $\left|f^{\mathcal{W}}(a)\right|$ is "large" then the linear mapping $\ell_{a}(x)=$ $\operatorname{Tr}(a x)$ (if $f^{\mathcal{W}}(a)>0$ ) or its complement (if $f^{\mathcal{W}}(a)<0$ ) has a "small" Hamming distance to $f$, or in other words, is a "good" approximation for $f$.

Thus a quantitative measure for the linearity of $f$ is given by the maximal absolute value, denoted by $\mathcal{L}(f)$, occurring in the Walsh spectrum of $f$

$$
\mathcal{L}(f)=\max \left\{\left|f^{\mathcal{W}}(a)\right|: a \in L\right\} .
$$

The Walsh transform of $F: L \longrightarrow L$ is defined as the collection of all Walsh transforms of component functions of $F$, i.e., mappings of the form $f_{\mathcal{S}}(x)=\operatorname{Tr}(\mathcal{S} F(x)), \mathcal{S} \in L^{*}$. We denote by $\mathcal{W}(F)$ the set of all values occurring in the Walsh spectrum of $F$, and set

$$
\mathcal{L}(F)=\max \left\{\mathcal{L}\left(f_{\mathcal{S}}\right): \mathcal{S} \in L^{*}\right\}
$$

Those $F$ attaining the minimal possible value for $\mathcal{L}(F)$ are called maximally nonlinear. This minimum is known to be $2^{m+1}$ for $n=2 m+1$. From Chabaud and Vaudenay [4, p. 363], we conclude.

Theorem 1: $F$ is maximally nonlinear if and only if $\mathcal{W}(F)=$ $\left\{0, \pm 2^{m+1}\right\}$. Moreover, if $F$ is maximally nonlinear then $F$ is APN.

On the other hand, if we take $F(x)=x^{d}$ with $\operatorname{gcd}\left(d, 2^{n}-\right.$ 1) $=1$ then the Walsh spectrum of $F$ allows us to determine the set of the values of the crosscorrelation function between the following two $m$-sequences (maximum-length linear shift register sequences): $\left(s_{0}, s_{1}, \cdots, s_{i}, \cdots\right)$ and $\left(s_{0}^{\prime}, s_{1}^{\prime}, \cdots, s_{i}^{\prime}, \cdots\right)$ with $s_{i}=\operatorname{Tr}\left(\alpha^{i d}\right)$ and $s_{i}^{\prime}=\operatorname{Tr}\left(a \alpha^{i}\right)$, and where $\alpha$ is a primitive root of $L$. In 1968, Welch conjectured that the power function $x^{d}$ for the Welch exponent

$$
d=2^{m}+3
$$

is maximally nonlinear or, in other terms, that the crosscorrelation function between a binary maximum-length linear shift register sequence of degree $n$ and a decimation of that sequence by $2^{m}+3$ takes on precisely the three values $-1,-1 \pm 2^{m+1}$.

For this time, Welch's conjecture has been verified numerically for many values of $m$. Note that there are few classes of power functions that are maximally nonlinear. The most recent results are listed in [2].

Definition 1: The power functions $F(x)=x^{d}$ with $d=$ $2^{m}+3, m$ odd, are called the Welch power functions.

A major step toward confirming Welch's conjecture is the following theorem proven in [5].

## Theorem 2: Welch power functions are APN.

As mentioned above, the APN property is implied by maximal nonlinearity. Conversely, as we shall demonstrate below, the APN property plus the condition that all Walsh coefficients of $\operatorname{Tr}\left(x^{d}\right)$ are divisible by $2^{m+1}$ implies maximal nonlinearity. We note that there is also another way to prove this fact, namely, by using Kasami's method-we will indicate it in the Appendix at the end of the paper. This method is based on classical results in coding theory which make it possible to prove that under certain hypotheses the Walsh spectrum is unique. In our context these hypotheses are exactly the APN property and the divisibility condition for the Walsh coefficients.

It is well known (see, for instance, [8]) that if $x^{d}$ is APN then the sum of fourth powers of all Walsh coefficients of $f(x)=$ $\operatorname{Tr}\left(x^{d}\right)$ has precisely the value, namely, $2^{3 n+1}$, which appears in case of maximal nonlinearity, where the Walsh spectrum consists precisely of $\left\{0, \pm 2^{m+1}\right\}$. For the reader's convenience we include a proof. ${ }^{1}$ We have

$$
\begin{aligned}
& \sum_{a \in L} f^{\mathcal{W}}(a)^{4} \\
& \quad=\sum_{a, x, y, z, w \in L} \chi\left(x^{d}+y^{d}+z^{d}+w^{d}+a(x+y+z+w)\right) \\
& =\sum_{x, y, z, w \in L} \chi\left(x^{d}+y^{d}+z^{d}+w^{d}\right) \\
& \quad \cdot \sum_{a \in L} \chi(a(x+y+z+w))
\end{aligned}
$$

We now apply a very common argument. If $x+y+z+w \neq 0$ then $a(x+y+z+w), a \in L$, runs through all elements of $L$, and, therefore,

$$
\sum_{a \in L} \chi(a(x+y+z+w))= \begin{cases}0, & \text { if } x+y+z+w \neq 0  \tag{2}\\ 2^{n}, & \text { if } x+y+z+w=0\end{cases}
$$

We can proceed as follows:

$$
\begin{aligned}
& \sum_{a \in L} f^{\mathcal{W}}(a)^{4} \\
&= 2^{n}\left(\sum_{x, y, z \in L} \chi\left(x^{d}+y^{d}+z^{d}+(x+y+z)^{d}\right)\right) \\
&= 2^{n}\left(\sum_{x, y \in L} \chi\left(x^{d}+y^{d}+(x+y)^{d}\right)+\sum_{x, y \in L} \sum_{z \in L^{*}}\right. \\
&\left.\cdot \chi\left(z^{d}\left((x / z+y / z+1)^{d}+(x / z)^{d}+(y / z)^{d}+1\right)\right)\right) \\
&=2^{n}\left(\sum_{x, y \in L} \chi\left(x^{d}+y^{d}+(x+y)^{d}\right)-2^{2 n}\right. \\
&\left.+\sum_{u, v, z \in L} \chi\left(z^{d}\left((u+v+1)^{d}+u^{d}+v^{d}+1\right)\right)\right)
\end{aligned}
$$

[^1] coefficients correspond to Pless power moments[12].
by using (2), for $z=0$ and any pair $(x, y)$, and next substituting $u=x / z$ and $v=y / z$.

Now $(u+v+1)^{d}+u^{d}+v^{d}+1=0$ holds iff either $u=v$ or else

$$
\begin{equation*}
\left(\frac{1}{u+v}+1\right)^{d}+\left(\frac{1}{u+v}\right)^{d}=\left(\frac{u}{u+v}+1\right)^{d}+\left(\frac{u}{u+v}\right)^{d} \tag{3}
\end{equation*}
$$

(by dividing all terms by $(u+v)^{d}$ ). In accordance with (1), if $x^{d}$ is APN then (3) is impossible for four different terms. If $x^{d}$ is APN then the latter means either $u=1$ or $v=1$. Thus there are precisely $3 \times\left(2^{n}-1\right)+1$ pairs $(u, v)$ satisfying the above equation : $u=v$ or $u=1$ or $v=1$. We conclude by using (2) that

$$
\begin{aligned}
\sum_{u, v, z \in L} \chi\left(z^{d}\left((u+v+1)^{d}+u^{d}+v^{d}+1\right)\right) & \\
& =2^{n}\left(3 \times\left(2^{n}-1\right)+1\right)
\end{aligned}
$$

Similarly we can derive

$$
\sum_{x, y \in L} \chi\left(x^{d}+y^{d}+(x+y)^{d}\right)=2^{n+1}
$$

which altogether gives as claimed

$$
\sum_{a \in L} f^{\mathcal{W}}(a)^{4}=2^{n}\left(2^{n+1}-2^{2 n}+3 \times 2^{2 n}-2^{n+1}\right)=2^{3 n+1}
$$

Lemma 1: If for an APN power function $x^{d}$ all Walsh coefficients of $\operatorname{Tr}\left(x^{d}\right)$ are divisible by $2^{m+1}$, then $x^{d}$ is maximally nonlinear.

Proof: Assume that $W_{i}=2^{m+1} V_{i}, i=0,1, \cdots, k-1$, is a sequence listing all absolute values of nonzero coefficients occurring in the spectrum of $\operatorname{Tr}\left(x^{d}\right)$, where $V_{0}=1$ and $V_{i}>1$ for $1 \leq i<k$. Suppose that $W_{i}$ occurs precisely $\lambda_{i}$ times. Let $x^{d}$ be APN. Then as shown above

$$
\sum_{i<k} \lambda_{i} W_{i}^{4}=\sum_{i<k} \lambda_{i} 2^{2 n+2} V_{i}^{4}=2^{3 n+1}
$$

By Parseval's equation we have

$$
\sum_{i<k} \lambda_{i} W_{i}^{2}=\sum_{i<k} \lambda_{i} 2^{n+1} V_{i}^{2}=2^{2 n}
$$

Consequently,

$$
\sum_{i<k} \lambda_{i} V_{i}^{4}=\sum_{i<k} \lambda_{i} V_{i}^{2}
$$

i.e.,

$$
\sum_{i<k} \lambda_{i}\left(V_{i}^{4}-V_{i}^{2}\right)=\sum_{1 \leq i<k} \lambda_{i}\left(V_{i}^{4}-V_{i}^{2}\right)=0
$$

Since $V_{i}^{4}-V_{i}^{2}>0$ for $i \geq 1$, all $\lambda_{i}(i \geq 1)$ must vanish.
For an arbitrary integer $a$ we denote by $\omega(a)$ the Hamming weight of the binary representation of $a$ and define

$$
\omega_{n}(a)=\omega\left(a^{\prime}\right)
$$

where $a^{\prime}$ is the remainder of $a$ modulo $2^{n}-1$.

McEliece's famous theorem on divisible codes (see [10]) states, transferred into the present context, that

Theorem 3: All Walsh coefficients of $\operatorname{Tr}\left(x^{d}\right)$ are divisible by $2^{m+1}$ if and only if for all nonzero $a<2^{n}-1$

$$
\omega_{n}(a)+\omega_{n}(-a d) \geq m+1
$$

(recall that $n=2 m+1$ ).

## II. Proof of Welch's Conjecture: The Missing Link

In the sequel we identify integers with their binary representation. Let $d=2^{m}+3$ denote the Welch exponent. According to Theorem 2, Lemma 1, and Theorem 3 we have to show that $\omega_{n}(a)+\omega_{n}(-a d) \geq m+1$ for all nonzero $a<2^{n}-1$, which is obviously equivalent to

$$
\begin{equation*}
\omega_{n}(a d)-\omega_{n}(a) \leq m \tag{4}
\end{equation*}
$$

since $\omega_{n}(-x)=n-\omega_{n}(x)$ for nonzero $x$. Of course, we can assume that $\omega_{n}(a) \leq m$. We represent $a$ in the form

$$
a=b+2^{m+1} c
$$

where we assume without loss of generality $b<2^{m}$ and $c<$ $2^{m-1}$. In fact, there exists a pair of positions $(i, i+m \bmod n)$ such that $a_{i}=a_{i+m}=0$, since otherwise $\omega_{n}(a) \geq m+1$. By a cyclic shift, or in other terms, cyclotomic equivalence, let $i=m$. We conclude

$$
\begin{equation*}
a d=(3 b+c)+2^{m}(b+6 c) \bmod 2^{n}-1 \tag{5}
\end{equation*}
$$

Our proof makes use of the evident fact that for arbitrary integers $x, y$ we have

$$
\omega(x+y) \leq \omega(x)+\omega(y)
$$

with equality iff $x$ and $y$ are disjoint, in the sense that $x_{i}=0$ or $y_{i}=0$ for all $i$. The same rule holds for $\omega_{n}$ if $x, y<2^{n}-1$.

In view of (5) we shall study the following function $H$ for arbitrary integers (finite bit strings) $B, C$

$$
H(B, C)=\omega(3 B+C)+\omega(B+6 C)-\omega(B)-\omega(C)
$$

Note that

$$
\omega_{n}(a d)-\omega_{n}(a) \leq H(b, c)
$$

since $\omega_{n}(a d) \leq \omega(3 b+c)+\omega(b+6 c)$ and $\omega_{n}(a)=\omega(b)+\omega(c)$.
We have checked the following lemma with a computer.

## Lemma 2: Let

$$
B=B_{5} B_{4} B_{3} B_{2} B_{1} B_{0} \quad \text { and } \quad C=C_{5} C_{4} C_{3} C_{2} C_{1} C_{0}
$$

be bit strings of length 6 , i.e., integers smaller than 64 .
i) Then there is some nonzero $r \leq 6$ such that

$$
H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right) \leq r
$$

ii) If $B_{0}=C_{0}=1$ then there is some nonzero $r \leq 6$, such that

$$
H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right)<r
$$

For 7-bit strings $B=B_{6} B_{5} B_{4} B_{3} B_{2} B_{1} B_{0}$ and $C=$ $C_{6} C_{5} C_{4} C_{3} C_{2} C_{1} C_{0}$ we have:
iii) If $\left(B_{0}, C_{0}\right) \neq(1,0)$ then there is some nonzero $r \leq 7$, with

$$
H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right)<r
$$

or there is some nonzero $r \leq 6$ with

$$
H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right)=r
$$

and $\left(B_{r}, C_{r}\right) \neq(1,0)$.
Lemma 3: Let $s \geq 1$. Let

$$
\begin{aligned}
& B=B_{s-1} \cdots B_{0} \\
& C=C_{s-1} \cdots C_{0}
\end{aligned}
$$

be bit strings of length $s$, i.e., integers smaller that $2^{s}$.
i) Then

$$
H(B, C) \leq s+2
$$

and $H(B, C)=s+2$ implies $B_{0}=1, C_{0}=0$.
ii) If $B_{s-1}=1$ and $C_{s-1}=0$ then

$$
H(B, C) \leq s+1
$$

and $H(B, C)=s+1$ implies $B_{0} \neq C_{0}$.
iii) If $s \geq 2, B_{s-1}=1$, and $C_{s-1}=C_{s-2}=0$, then $H(B, C)=s+1$ implies $B_{0}=1, C_{0}=0$, and $3 B+C<2^{s+1}$.
Proof: For $s \leq 6$ we checked the lemma by direct computations (with computer help). For $s>6$ we proceed by induction as follows. Given $B, C$ we have by Lemma 2 i) that there is some $0<r \leq 6$ with $H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right) \leq r$. We will use the inequality

$$
\begin{align*}
H(B, C) \leq & H\left(B_{s-1} \cdots B_{r}, C_{s-1} \cdots C_{r}\right) \\
& +H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right) \tag{6}
\end{align*}
$$

and the notations

$$
\begin{array}{ll}
B^{(0)}=B_{s-1} \cdots B_{r} & B^{(1)}=B_{r-1} \cdots B_{0} \\
C^{(0)}=C_{s-1} \cdots C_{r} & C^{(1)}=C_{r-1} \cdots C_{0}
\end{array}
$$

Proof of $i$ : To show $H(B, C) \leq s+2$, it is sufficient to apply (6) and the induction hypothesis

$$
\begin{aligned}
H(B, C) & \leq H\left(B^{(0)}, C^{(0)}\right)+H\left(B^{(1)}, C^{(1)}\right) \\
& \leq(s-r+2)+r=s+2
\end{aligned}
$$

Suppose now that $H(B, C)=s+2$. This implies clearly $H\left(B^{(0)}, C^{(0)}\right)=s-r+2$ and $H\left(B^{(1)}, C^{(1)}\right)=r$. The first equality implies that $\left(B_{r}, C_{r}\right)=(1,0)$ (by the induction hypothesis) and, if $\left(B_{0}, C_{0}\right) \neq(1,0)$, the second one implies that $\left(B_{r}, C_{r}\right) \neq(1,0)$ (Lemma 2-iii)). We then deduce that $\left(B_{0}, C_{0}\right)=(1,0)$.

Proof of ii): We similarly have

$$
\begin{aligned}
H(B, C) & \leq H\left(B^{(0)}, C^{(0)}\right)+H\left(B^{(1)}, C^{(1)}\right) \\
& \leq(s-r+1)+r=s+1
\end{aligned}
$$

We now assume that $H(B, C)=s+1$ and $B_{0}=C_{0}$ and we distinguish two cases:

- If $B_{0}=C_{0}=0$ then $B=B^{\prime} \mid 0$ and $C=C^{\prime} \mid 0$. Thus $H(B, C)=H\left(B^{\prime}, C^{\prime}\right)$ where $H\left(B^{\prime}, C^{\prime}\right) \leq s$-by induction since $B^{\prime}$ and $C^{\prime}$ have only $s-1$ bits.
- If $B_{0}=C_{0}=1$ we apply Lemma 2 ii): we can choose $r$, $0<r \leq 6$, such that $H\left(B_{r-1} \cdots B_{0}, C_{r-1} \cdots C_{0}\right)<r$. Since $H\left(B^{(0)}, C^{(0)}\right) \leq s-r+1$ by induction hypothesis, we obtain

$$
H(B, C)<(s-r+1)+r=s+1
$$

In both cases we state a contradiction; so $B_{0} \neq C_{0}$.
Proof of iui: Assume that $H(B, C)=s+1$ with $B_{s-1}=1$ and $C_{s-1}=C_{s-2}=0$.

We first prove that $\left(B_{0}, C_{0}\right)=(1,0)$. If $H(B, C)=s+1$ there exists $r \leq 6$ such that $H\left(B^{(0)}, C^{(0)}\right)=s-r+1$ and $H\left(B^{(1)}, C^{(1)}\right)=r$. If $s-r \leq 2$, the first equality implies that $\left(B_{r}, C_{r}\right)=(1,0)$ by induction hypothesis. This also holds when $s=r+1$, since $\left(B_{r}, C_{r}\right)=\left(B_{s-1}, C_{s-1}\right)=$ $(1,0)$. According to Lemma 2 iii $),\left(B_{r}, C_{r}\right)=(1,0)$ and $H\left(B^{(1)}, C^{(1)}\right)=r$ can only occur when $\left(B_{0}, C_{0}\right)=(1,0)$.

We now prove that our hypothesis implies $3 B+C<2^{s+1}$. Indeed, since $H\left(B^{(0)}, C^{(0)}\right)=s-r+1$ then $3 B^{(0)}+C^{(0)}<$ $2^{s-r+1}$ : if $s-r \geq 2$ this holds by induction hypothesis, and if $s-r=1,3 B^{(0)}+C^{(0)}=3 B_{s-1}+C_{s-1}=3<2^{2}$. We then obtain:

$$
\begin{aligned}
3 B+C & =\left(3 B^{(0)}+C^{(0)}\right) 2^{r}+\left(3 B^{(1)}+C^{(1)}\right) \\
& <2^{s+1}+\left(3 B^{(1)}+C^{(1)}\right)
\end{aligned}
$$

Therefore, either $3 B+C<2^{s+1}$ as desired or $3 B+C=$ $2^{s+1}+\Delta$ for some $0 \leq \Delta \leq 3\left(2^{r}-1\right)<2^{r+2}-1$ with $r \leq 6$. The latter is impossible. In fact, otherwise,

$$
\begin{aligned}
H(B, C) & =\omega(3 B+C)+\omega(B+6 C)-\omega(B)-\omega(C) \\
& =\omega\left(2^{s+1}+\Delta\right)+\omega(B+6 C)-\omega(B)-\omega(C) \\
& \leq \omega(\Delta)+1+\omega(B+6 C)-\omega(B)-\omega(C) \\
& \leq 8+\omega(6 C)-\omega(C) \\
& =8+\omega(3 C)-\omega(C)
\end{aligned}
$$

On the other hand, $\omega(3 C)-\omega(C) \leq(s-2) / 2$ if $s$ is even and $\omega(3 C)-\omega(C) \leq(s-1) / 2$ if $s$ is odd. Hence

$$
s+1=H(B, C) \leq 9+(s-1) / 2
$$

We then obtain a contradiction if $s \geq 14$. For $s \leq 13$ the statement was verified by computer assistance.

We are now prepared to confirm (4).
Case 1. $2^{m-1} \leq b<2^{m}$ and $2^{m-2} \leq c<2^{m-1}$ : In this case, $b_{m-1}=1$ and $c_{m-1}=0$. By applying Lemma 3 ii), we obtain that $H(b, c) \leq m+1$. Suppose now that $H(b, c)=$ $m+1$. Since $b+6 c \geq 2^{m+1}$, we have

$$
a d \equiv\left(b+6 c-2^{m+1}\right) 2^{m}+(3 b+c+1) \bmod \left(2^{2 m+1}-1\right)
$$

where the right-hand term of this equality is positive, and

$$
\omega_{n}(a d) \leq \omega\left(b+6 c-2^{m+1}\right)+\omega(3 b+c+1)
$$

Using that $2^{m+1} \leq b+6 c<2^{m+2}$, we deduce that

$$
\omega\left(b+6 c-2^{m+1}\right)=\omega(b+6 c)-1
$$

From Lemma 3 ii) we also have that $b_{0} \neq c_{0}$, or, equivalently, that $(3 b+c)$ is odd. Then $\omega(3 b+c+1) \leq \omega(3 b+c)$. We finally get that, if $H(b, c)=m+1$, then

$$
\begin{aligned}
\omega_{n}(a d) & \leq \omega(b+6 c)-1+\omega(3 b+c) \\
& \leq H(b, c)-1 \leq m
\end{aligned}
$$

Case 2. $2^{m-1} \leq b<2^{m}$ and $c<2^{m-2}$ : In this case, $b_{m-1}=1$ and $c_{m-1}=c_{m-2}=0$. By applying Lemma 3 iii), we obtain that $H(b, c) \leq m+1$. Suppose now that $H(b, c)=$ $m+1$. Lemma 3 iii) implies that $3 b+c<2^{m+1}$ and $b_{0}=1$. Since $3 b+c>2^{m}$, its most significant bit is $m$. By writing

$$
a d \equiv(b+6 c+1) 2^{m}+\left(3 b+c-2^{m}\right) \bmod \left(2^{2 m+1}-1\right)
$$

we get

$$
\begin{aligned}
\omega_{n}(a d) & \leq \omega(b+6 c+1)+\omega\left(3 b+c-2^{m}\right) \\
& \leq \omega(b+6 c)+\omega(3 b+c)-1 \\
& \leq m
\end{aligned}
$$

where $\omega(b+6 c+1) \leq \omega(b+6 c)$ comes from the fact that $(b+6 c)$ is odd since $b_{0}=1$.

Case 3. $b<2^{m-1}$ and $2^{m-2} \leq c<2^{m-1}$ : In this case,

$$
a^{\prime}=2^{m+1} a \bmod \left(2^{2 m+1}-1\right)=b 2^{m+1}+2 c
$$

Since $2^{m-1} \leq 2 c<2^{m}$, either Case 1 or Case 2 can be applied to $a^{\prime}$. We then deduce that

$$
\omega_{n}(a d)=\omega_{n}\left(a^{\prime} d\right) \leq m-\omega_{n}\left(a^{\prime}\right)=m-\omega_{n}(a)
$$

Case 4. $b<2^{m-1}$ and $c<2^{m-2}$ : If $b<2^{m-2}$, Lemma 3 i) gives that $H(b, c) \leq m$.

If $2^{m-2} \leq b<2^{m-1}$, we have $b_{m-2}=1$ and $c_{m-2}=0$. Lemma 3 ii) then implies that $H(b, c) \leq m$.

To summarize, we can state the following theorem, which was originally conjectured by Welch in 1968.

Theorem 4: Welch power functions are maximally nonlinear.

Recently, the third author has shown that Niho power functions $x^{d}$,

$$
d=2^{2 r}+2^{r}-1, \quad \text { with } \quad 4 r+1 \equiv 0 \bmod n
$$

are APN. Niho [11] conjectured that they are even maximally nonlinear. We suspect that our methods, with somewhat more technical effort, could also be applied to confirm Niho's conjecture.

## APPENDIX

## The Coding Point of View

Consider binary cyclic codes of length $2^{n}-1, n=2 m+1$, and whose generator polynomial is the product of two minimal polynomials. More precisely, let $\alpha$ be a primitive root of
$\mathrm{GF}\left(2^{n}\right)$ and denote by $M_{s}(X)$ the minimal polynomial of $\alpha^{s}$, $1 \leq s \leq 2^{n-1}-1$. Let us denote by $C_{s}$ the binary cyclic code whose generator is the product $M_{1}(X) M_{s}(X), s \neq 2^{i}$ for all $i$. Assuming that $\operatorname{gcd}\left(s, 2^{n}-1\right)=1, C_{s}$ is a $\left[2^{n}-1,2^{n}-2 n-1\right]$ code whose minimum distance $\delta_{s}$ is in $\{3,4,5\}$.

It was shown in [3] that the power function $x^{s}$ is APN if and only if $\delta_{s}=5$. This function is maximally nonlinear on $L$ if and only if the dual of $C_{s}$, say $C_{s}^{\perp}$, has three nonzero weights only, which are $2^{n-1}$ and $2^{n-1} \pm 2^{m}$. Moreover, it is known that if $C_{s}^{\perp}$ satisfies this last condition then its weight enumerator is unique and is the same as the weight enumerator of the dual of the two-error-correcting Bose-Chaudhuri-Hocquenghem (BCH) code. The tools introduced by Kasami [9] for his proof can be used for proving Lemma 1-that we rewrite below for codes $C_{s}$.

Proposition 1: The code $C_{s}^{\perp}$ has only three weights, $2^{n-1}$ and $2^{n-1} \pm 2^{m}$, if and only if $\delta_{s}=5$ and each weight of $C_{s}^{\perp}$ is divisible by $2^{m}$.

Proof: We present a sketch of proof only; a full explanation, in a more general context, will be given in a forthcoming paper [2].

Let $k=2^{n}-1$ and $\eta=\left(\eta_{0}, \cdots, \eta_{k}\right)$ (respectively, $\nu=$ $\left(\nu_{0}, \cdots, \nu_{k}\right)$ ) be the weight enumerator of the code $C_{s}^{\perp}$ (respectively, $C_{s}$ ). The proof is based on the study of numbers $I_{\ell}=\sum_{w=1}^{k}\left(w-2^{n-1}\right)^{\ell} \eta_{w}$, for some $\ell$. We have for any even $\ell$

$$
I_{\ell}=\sum_{w=w_{0}}^{2^{n-1}-1}\left(w-2^{n-1}\right)^{\ell}\left(\eta_{w}+\eta_{2^{n}-w}\right)
$$

where $w_{0}$ is the minimal weight of $C_{s}^{\perp}$. By using the four first power moments of weight enumerator [12], we obtain $I_{2}=$ $2^{3 n-2}-2^{2 n-2}$ and

$$
I_{4}=2^{3 n-4}\left(3 \cdot 2^{n}-2\right)-2^{4 n-4}+3 \cdot 2^{2 n-1}\left(\nu_{3}+\nu_{4}\right)
$$

We deduce two expressions of $\mathcal{I}=I_{4}-2^{n-1} I_{2}$ (where $n=$ $2 m+1)$

$$
\begin{aligned}
I_{4}-2^{2 m} I_{2}= & \sum_{w=w_{0}}^{2^{2 m}-1}\left(w-2^{2 m}\right)^{2}\left(\left(w-2^{2 m}\right)^{2}-2^{2 m}\right) \\
& \cdot\left(\eta_{w}+\eta_{2^{n}}-w\right) \\
= & 3 \cdot 2^{2 n-1}\left(\nu_{3}+\nu_{4}\right) .
\end{aligned}
$$

Note that the $w$ th term above is less than or equal to zero if and only if $w$ satisfies: $2^{2 m}-2^{m} \leq w \leq 2^{2 m}-1$ or $\eta_{w}=\eta_{2^{n}-w}=0$.

First $\mathcal{I}=0$ if and only if $\nu_{3}=\nu_{4}=0$, i.e., $\delta_{s}=5$. On the other hand, there is no negative term in the first expression of
$\mathcal{I}$ when all weights $w$ of $C_{s}^{\perp}$ are divisible by $2^{m}$. Since $\mathcal{I}=0$ when the weights of $C_{s}^{\perp}$ are only $2^{n-1}$ and $2^{n-1} \pm 2^{m}$, the proof is easily completed.

Remark: A maximally nonlinear power function is usually said to be almost bent (AB) in a cryptographic context. Such a function opposes an optimum resistance to both linear and differential cryptanalysis. An extensive study of APN and AB properties was recently made by Carlet, Charpin, and Zinoviev in [3].
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