
Pricing Bermudan options via multi-level approximation

methods

March 3, 2020

Premia 22

1 Introduction

The following method proposed by [1] deals with the pricing of Bermudan options via
multi-level approximation methods.

2 Theoretical framework

2.1 Standard approach

Let {Xt, 0 ≤ t ≤ T} denote a Markov process and 0 = t0 < t1 < · · · < tJ = T denote
a finite set of exercise opportunities of the Bermudan option with payoff g(Z), where
Zj = Xtj

for all j = 0, · · · , J . The price Vj(z) of the Bermudan option at time tj is given
by

V ∗
j (z) = sup

τ∈Tj

E(gτ (Zτ )|Zj = z), z ∈ R
d

where Tj denotes the set of stopping times taking values in {j, j + 1, · · · , J}.
A low biased-estimate for V ∗

0 is

V n,k
0 =

1

n

n
∑

r=1

g
τ

(r)
k

(Z
(r)

τ
(r)
k

)

where

τ
(r)
k = inf{0 ≤ j ≤ J : gj(Z

(r)
j ) ≥ Ck,j(Z

(r)
j )}. (1)

Ck,j(z) is an estimate of the continuation value

C∗
j (z) := E(V ∗

j+1(Zj+1)|Zj = z), j = 0, · · · , J − 1

based on the set of trajectories (Z
(i)
0 , · · · , Z

(i)
J ), i = 1, · · · , k.

1



In the case of local regression method and mesh method (described later), the estimates
for the continuation values are obtained via the recusrion (dynamic programming principle)
:

C∗
J(z) = 0,

C∗
j (z) = E(max(gj+1(Zj+1), C∗

j+1(Zj+1))|Zj = z)

combined with Monte Carlo : at (J − 1)th step one estimates the expectation

E(max(gj+1(Zj+1), Ck,j+1(Zj+1))|Zj = z)

via regression based on the set of paths (Z
(i)
j , Ck,j+1(Z

(i)
j+1)), for i = 1, · · · , k, where

Ck,j+1(z) is the estimate for C∗
j+1(z) obtained in the previous step.

2.2 Mesh method and local regression method

2.2.1 Mesh method

The continuation value C∗
j at point z is approximated via

Ck,j(z) =
1

k

k
∑

i=1

(

ζk,j+1(Z
(i)
j+1) · wk

ij(z)
)

(2)

where ζk,j+1 = max{gj+1(z), Ck,j+1(z)} and

wk
ij(z) =

pj(z, Z
(i)
j+1)

1
k

∑k
l=1 pj(Z

(l)
j , Z

(i)
j+1)

where pj(x, ·) is the conditional density of Zj+1 given Zj = x.

2.2.2 local regression method

We still define Ck,j by (2). wk
ij(z) is defined by

wk
ij(z) =

1
{|z−Z

(i)
j

|≤δk}

1
k

∑k
l=1 1

{|z−Z
(l)
j

|≤δk}

,

with δk = 100 · k−1/(d+2).

3 Multi-Level approach

Fix some natural number L and let k = (k0, k1, · · · , kL) and n = (n0, n1, · · · , nL) be
two sequences of natural numbers, satisfying k0 < k1 < · · · < kL and n0 > n1 > · · · > nL.
We define

V k,n
0 =

1

n0

n0
∑

r=1

gτ
k

(r)
0

(Z(r)
τ

k
(r)
0

) +
L
∑

l=1

1

nl

nl
∑

r=1

(

gτ
k

(r)
l

(Z(r)
τ

k
(r)
l

) − gτ
k

(r)
l−1

(Z(r)
τ

k
(r)
l−1

)

)

where τ
(r)
k is defined in (1). For any l = 1, · · · , L, both estimates Ckl,j and Ckl−1,j are

based on one set of kl training trajectories.
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4 Numerical algorithm

4.1 Mesh method and Black-Scholes model

In the case of the Black and Scholes model, i.e

dXi
t = rXi

tdt + σXi
tdBi

t

where r is the risk-free interest rate and σ the volatility, we simulate the process Z using
the exact formula

Z
(i)
j = Z

(i)
j−1 exp

(

(r − 1

2
σ2)h + σ

√
hξi

j

)

where ξi
j , i = 1, · · · , k are i.i.d. standard normal random variables. The conditional

density of Zj given Zj−1 is given by

pj(x, y) =
d
∏

i=1

pj(xi, yi), x = (x1, · · · , xd), y = (y1, · · · , yd)

where

pj(xi, yi) =
xi

yiσ
√

2πh
× exp

(

−(log(yi/xi) − (r − σ2

2 )h)2

2σ2h

)

4.2 Mesh method

In case of the standard approach, we set

k =
2.4

ε
, n =

(

2.4

ε

)2

for any ε > 0.

In case of the MLMC approach, we set k = (k0, k1, · · · , kL) and n = (n0, n1, · · · , nL)
such that k0 = 5 and

kl = k0 · 2l, nl =
1

(ε/8)2

(

L
∑

i=1

√

k
1/2
i

)

√

k
−3/2
i , l = 0, · · · , L

and

L = ⌈log2(8/(k0 · ε))⌉

4.3 Local regression

In case of the standard approach, we set

k =

(

1.2

ε

)6

, n =

(

1.2

ε

)2

for any ε > 0.
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K
T

1 3

95 27.74 50.62

100 23.57 46.36

110 15.63 39.02

K
T

1 3

95 27.92 53.53

100 23.46 49.32

110 15.07 42.39

Table 1: Left : Mesh method - Right : Local regression method

In case of the MLMC approach, we set k = (k0, k1, · · · , kL) and n = (n0, n1, · · · , nL)
such that k0 = 100 and

kl = k0 · 2l, nl =
10

(ε/3)2

(

L
∑

i=1

√

k
11/12
i

)

√

k
−13/12
i , l = 0, · · · , L

and

L = ⌈6 log2(3/(k
1/6
0 · ε))⌉.

5 Numerical experiments

We test the algorithm on a Maximum Call option with payoff e−rT (max1≤i≤d Xi
T −K)+

with the following parameters, for different maturities and strikes :

r s0 d σ ρ

0.05 100 4 0.2 0.1

We use L = 3 levels of Monte Carlo and J = 3 time steps. Results are given in Table
1
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