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Collateralized Debt Obligations (CDO) are credit derivatives i.e. financial contracts allowing the transfer of
credit risk from one market participant to another. This feature improves the efficient allocation of credit
risk among market participants.

1 CDS and CDO

A Credit Default Swap is a contract in which party A pays B a regular cash flow till maturity in exchange
for a compensation payment from party B in an event of default of the underlying corporate bond. The cash
flow as a percentage of the notional, aka credit spread, is determined in such a way that the contract is worth
0 at initiation of the contract. The cash flow reflects the probability of the event of default that two parties
agreed upon.

A synthetic CDO is a pool of CDS, of which the cumulative loss on the pool is divided into different
tranches. A tranche holder receives regular cash flow as a percentage of the remaining balance of that
tranche and pays out as loss occurs for which that tranche is responsible till maturity. For example, the
holder of the 3% — 7% tranche gets quarterly cashflow as a percentage of the balance. When the total loss of
the pool exceeds 3%, the balance of 3% — 7% starts to reduce. When the total loss reaches 7%, the balance
of that tranche is gone. In this pricing module, the percentage is absolute and not relative to the total loss.

The cash flows of all the tranches are determined as the same way as CDS and they reflect the joint
distribution of the default events of all the underlying CDS contracts.

2 Modelling and factor approach

We will thereafter consider a synthetic CDO with some given maturity 7. This is based upon n CDS with

nominals N;,7 = 1,...,n and maturity also equal to I". We denote by d; the recovery rate for credit j and
by M, = (1 —§,)N; the corresponding loss given default.
For the n names in the collateral pool, we consider the associated default times 74,...,7, defined on a

common probability space (2,G,P). In the following, we will consider only reduced-form models of default
times defined by

T = inf{u € R*,/Ou h;(v)dv > —log(Ui)}, (H;)

where the h; are deterministic and continuous positive functions, the U; are some uniform random variables.
In order to compute (by a semi-analytic approach) the price of one CDO tranche, all we need is the
portfolio loss distribution i.e. the portfolio aggregate loss on the credit portfolio at time ¢:

n
L(t)=> Mjlg <y
j=1

which is a pure jump process. This distribution depend on the joint distribution of the default times 7, ..., 7,
that we modelling using a classical factor approach and Copula functions.

We denote by F and S respectively the joint distribution and survival functions such that for all (¢1,...¢,) €
[O,T}n, F(tl,...7tn) = ]P(Tl < t1,...,7n < tn) and S(tl,...,tn) = P(Tl > b1,y Tn > tn) Fl,...,Fn
represent the marginal distribution functions and Si,..., S, the corresponding survival functions. By the
assumption (H,), we have

Si(t) =P(r; > t) = exp(f/U hi(v)dv).



We will consider{ now a latent factor V' vsuch that conditionally on V', the default times are independent.
We will denote by pi‘v =P(r; < t|V) and q; V—1- p'!IV(t) the conditional default and survival probabilities.

It is easy to check that
S(try ... tn) = /qu‘vf(v)dv,
i=1

F(ty,...,ty) = /Hpilvf(v)dv.
i=1

So, if we can easily compute the conditional default probabilities and integrate along the density of the factor
V', we are able to compute the joint distribution of the default times.

2.1 Gaussian Copula

We consider a standard Gaussian random variable V', and we define the Gaussian vector (Xi,...,X,,) by

X, =pV ++/1-p2V;

where V; are independent (Vi,j,Vi L V; and Vi,V; L V) standard Gaussian random variables. We define
the uniform random variable U; = 1 — ®(X;) where ® is the cumulative distribution function of a standard
Gaussian variable. We then get

i o1 Fi(t)) — pV
Y = a (B0 ¥y
1—p
with Fj(t) = 1 — exp(— fot hi(v)dv).
With the CDO pricing library for Premia, we initialize a one-factor Gaussian copula with parameter
p = 0.4 on the following way

copula *Ccop;
double rho = 0.4;
cop = init_gaussian_copula(rho);

2.2 Clayton Copula

We consider a positive random variable V' following a standard Gamma distribution with shape parameter
1/6 where 6 > 0. Its probability density is given by f(z) = ﬁ exp(—z)z(1=9* for 2 > 0. We define the
uniform random variable

U — v (7 log‘(/Ui) ),

where Uy, ..., U, are independent uniform random variables also independent from V', and ¥ is the Laplace
transform of f. The joint distribution of (Uy,...,U,) is known as the Clayton copula.
The conditional default probabilities can be expressed as

i -0
" =exn(V(1-F(1)™),
with Fj(t) =1 — exp(— fg hi(v)dv).
In Premia, we initialize a one-factor Clayton copula with parameter p = 0.4 like this:

copula *Ccop;
cop = init_clayton_copula (0.40);

2.3 NIG Copula

The normal inverse Gaussian distribution (NIG) is a mixture of normal and inverse Gaussian distributions.
The density of a random variable X ~ NZG(a, 8, i1, 9) is given by:

fNIg(x;aaﬂaM’(s) = 5a;%ﬂ))f{l(a V 6% + (.T - ,u)2)7




where Ki(w) = £ fooo exp(5tw(t + t71))dt is the modified Bessel function of the third kind.
We consider a random variable V' following a NIG distribution with parameters

2 3
VNNIg(a,ﬁ,—m 1)

el
o?’ o?

where v = \/a? — 32, and we define
Xz:pv+ \% 1_/)2‘71‘7

where V; are independent (and independent from V) NIG random variables with parameters

)

_ 1_2 1_2 1_2 2 1_2 3
V;-NNIg(\/ p%\/ pﬂix/ pﬁ%j [y
p p P« P«

To simplify notations we denote Firzg(s)(x) the cumulative distribution of a NIG random variable with
parameters NZG (sa, s, —3%722, sl—;) Using the scaling property and stability under convolution of NIG
distribution we get X; ~ NZG(1/p). We define the uniform random variable U; = 1 — Frzg(1/4)(Xi) and we
get

(FN%g(l/p)(Fi(t)) - PV).
N

The initialization of the NIG copula is done by the following lines of code:

i _
P = Fyrg(ia 0

copula *Ccop;
double rho = 0.4, alpha = 1.2, beta = -0.2;
cop = init_nig_copula(rho, alpha, beta);

3 Number of defaults
We thereafter denote by

N(t) = 1<,
1=1

the counting process associated with the number of defaults. In case where the CDO is homogeneous (i.e.
Vi e {1,...,n}, N; = N, 0 deterministic and ¢; = ¢), the portfolio aggregate loss on the credit portfolio at
time t is given by

L(t) = N(1 = 6)N(t).

3.1 Hull and White recursion

The counting process (N(t))¢cjo,7] is a discrete random process with values in {0,...,n}. For a fixed time

t, we denote by 7r,LV = P(N(t) = k|V) and calculate WLV iteratively. First, the conditional probability of

no-default is n n n
i=1 i=1 =1

The probability of one default at time ¢ is

AV :P(Q{{Tj <t ( ﬂ fri>t)}),

i=1,i#]
n '|V n qi|V
t
=S (a-ad" %)
i=1 i=1 4t

Iteratively, we prove that the conditional probability of exactly k defaults by time ¢ is

\4 \4
ﬂ-l‘c = W(‘) sz(l)...wz(k)



where w; = % and {z(1),...,z(k)} is a set of k different numbers chosen from {1,..., N}. A relatively fast
way to compltlting this summation (taken over C}' different ways) is to use the following recurrence relation
between Uy, = sz(l) e Wa(k) and V;, = Z?:l wf
Uy =W,
20 =ViUy — Vo,
3Us = ViUy — VoUy + V3,

kUp = ViUg—1 4+ VaUg_o — -+ + (=) V41 Up + (= 1)F 1.

This recursion is implemented in the function hw_numdef in file hull_white.c. In the following example,
we initialize a time grid t, compute the conditional probabilities ple
defaults distribution by the recursive algorithm.

in cp and compute the number of

t = init_fine_grid(cdo->dates, 10);
cp = init_cond_prob(cdo, cop, t);
numdef = hw_numdef (cdo, cop, t, cp);

3.2 Laurent and Gregory approach

In this approach, we compute the probability generating function of N (t)

Uney(u) = E@ND) = ZIP’(N(t) = k)u”.

k=0

n

By the conditional Independence of the default time we get

¢N(t)(u) :/‘

3

ilo . iv
1(%: + Dy U) f(v)dv.

n

U pp (V)4 +po(v)
The formal expansion of H?:l (qz vy pi‘vu> is very effective for n < 200. We can then obtain the probability
of k£ names being in default at time ¢ as

P(N(t) = k) = / ox(0) £ (0)dv.

The computation is done by the function 1g_numdef in file laurent_gregory.c

t = init_fine_grid(cdo->dates, 10);
cp = init_cond_prob(cdo, cop, t);
numdef = lg_numdef (cdo, cop, t, cp);

4 Loss distribution and cumulative loss

We recall that the loss distribution at time ¢ is defined by
L(t) =) Ml =) Nj(1=6)1(r,<n
j=1 j=1
where N; is deterministic and J; is the recovery rate (possibly random) taking value in [0, 1].

Denote therefore by M4 p(t) the cumulative loss on a given tranche [A, B] at time t:

0, if L(t) < A,
Mu p(t) =< L(t)— A, if L(t) € [A, B],
B—A, if L(t) > B.



The expected cumulative loss on a given tranche at time ¢ can be obtained from the loss distribution on the
portfolio of reference credits

B

HMAMUF4B*AWWMBAM®+[;@*AWMMM%

—B((L(H) — A); — (L) — B)),
where Py () is the distribution of L(t).
Remark 1 (Homogenous CDO). For an homogeneous CDO we deduce immediately the loss distribution L(t)
from the number of defaults distribution N(t). Moreover, an approzimation of E(Ma g(t)) is
E(Ma,p(t)) ~ Z((N(l —8)k—A), — (N(1 - 6)k — B)+>IP’(N(t) = k),
k=0
This approximation is done in function mean_losses_from_numdef in file cdo.c.

meanloss = mean_losses_from_numdef (cdo, t, numdef);

4.1 Recursive algorithm
Recursive approach for the Homogeneous case

If the CDO is homogeneous, the loss (L(t))c[o,7 is a discrete random process with values in {0, %, ..., 1}. For
a fixed time ¢, we denote by W,(Cn)lv =P(L(t) = k/(N(1—0))|V) and calculate W,(Cn)lv iteratively by first assum-

ing that there are no debt instruments (W,(Co)\v), then assuming that there is only one debt instrument(w,i”'v),

then assuming that there are only two debt instruments and so on.
When there are no debt instruments we are certain there will be no loss. Hence

7O =1 and 7OV =0,vk > 1.
Suppose that we have calculated 7T](€j IV When the first j debt instruments are considered. Then for every
ke{0,...,n}
GOV _ P(L(j+1) Ho __F )
= p(L9(1) = g\v)ﬂ»(rﬂ <tv) + B(L0) (1) = Lw)ﬂn(fﬂ > V)
N(1-6) = N(1-6) !

DIV j+1|V DIV _j+1|V
:W;(fj_)ll ! | Jr7rI(ﬁj)l q v

When all n debt instruments have been considered we obtain the conditional loss distribution at time ¢.
The loss distribution is then given by

P(L(t) = k) = / 1 £ (o) do.

This algorithm is implemented in the function hw_losses_h in the file hull_white.c. We can call this
function by the following way:

t = init_fine_grid(cdo->dates, 4);

x = init_hom_grid (MINDOUBLE, 1-delta, 1/100.); // if n = 100
cp = init_cond_prob(cdo, cop, t);
losses = hw_losses_h(cdo, cop, t, x, cp);

Recursive approach for the general case

We assume that the recovery rate is deterministic and the same ¢ for each debt instrument. It is not necessary
for the nominal to be equal. The loss process is a pure jump process taking value in a discrete subset of [0, 1].
The key idea is to discretize [0, 1] choosing K buckets [z, 2x+1[ such that 2o = 0 and 2x = +o0.

For a fixed time ¢, we denote by W}(ﬁn)\v =P(L(t) € [xk, zr+1[|V) and A,(C")W =E(L(t)|L(t) € [xg, xp41[, V).
As above, we compute W](Cn)|v and A,(Cn)lv iteratively. Suppose that we have calculated ﬂ,(cj IV \when the first
j debt instruments are considered. Then for every k € {0,..., K}, we define u(k) as the bucket containing
APV 4 Ny (1 = 6540),



o if u(k) > k then

(J+1)|V ](C)l 7T](C )\ij+1\V7
( +DIV _ ( A4 DIV, j+1V
u](k) (k) +m

G+OIV _ 4DV
Ak] =A7",

V 1|V
(J)\ pj+\

(J+1)|V Tk 1% (G+DIV
A = Au(k ROV GV IV (A" + Nipr (U= 540) = Ao ),
u(k:)

e if u(k) = k then
RGHDIV IV

Aéj+1)|v — AECJ)‘V +p{+1|VNj+1(1 _ 6j+1)'

This algorithm is implemented in the function hw_losses_nh in the file hull_white.c.

t = init_fine_grid(cdo->dates, 4);

x = init_hom_grid (MINDOUBLE, 1, 1/1000.); // the buckets
cp = init_cond_prob(cdo, cop, t);
losses = hw_losses_nh(cdo, cop, t, x, cp);

4.2 FFT approach

In this section, we assume that the o-algebras o(d1),...,0(6,),0(V,71,...,7,) are independent. We compute
the characteristic function of the cumulative losses for different time horizons,

¢L( )( ) (exp(wZN 1{7.]<t})>

From the independence of 7; conditionally on V' and the independence assumption over the recovery rates
d;, we get

dri(u /H (" + bl E(exp(iun;(1 - 5,))) ) f(v)dv.

We get the distribution of L(t) by the inverse fast Fourier transform (provided by the library FFTW!). This
is done by the function 1g_losses in the file laurent_gregory.c who is call, for example, by

t = init_fine_grid(cdo->dates, 4);

x = init_hom_grid (MINDOUBLE, 1, 1/1000.); // 1000 points for the FFT
cp = init_cond_prob(cdo, cop, t);
losses = lg_losses(cdo, cop, t, X, cp);

5 Price of a CDO tranche

Let
O=to<ti < - <ty =T
denote the payment dates and D(t) the discount factor for maturity t. We assume that D(t) = exp(— fo

where r is a step function or a continuous linear by step function. In the code, rates denotes the step_fun
(see file structs.h) function ¢ — fo s)ds.

Thttp://wuw. fftw.org/


http://www.fftw.org/

5.1 Default leg
The value of the default leg (DL) can be calculated as the expected value of the discounted default payments:

DL = E(Z 1, <7 D(7;)(Ma,p(1;) — MA,B(T;))>7
j=1

_ IE(/OT D(1)dMa 5 (1)),

We consider a time grid 0 =y < -+ < {7 =T such that Vi € {1,...,m},3j € {1,...,m},t; = ¢;. This time
grid is the grid t in the code. We approximate the default leg by

m—1

Py D(U ) B0 5 1) ~ B0 (7).

This is done by the function
dl = default_leg(cdo, rates, t, meanloss);

in file cdo.c. We recall that the grid meanloss contains {E(MA,B(fj))}j:o,m,m.

5.2 Payment leg
The value of the payment leg (or premium leg) (PL) of the tranche is

PL = E(Z L, <0 X D(7;)(Ma,p(7;) — Map(7; ) (rj — tk(j)))) +) XD(t;)(B - A—E(Ma,5(t:))),
i=1

Jj=1

accrued margin payments made at regular payment dates

where X is the premium of the tranche [A, B]. The valuation of the accrued margins is computed as above,
using the same time grid 0 =ty < --- < £, = T and we obtain the following approximation of the payment
leg

m—1 m

PL ~ D(%) (E(Ma,p(tj41) —E(Mas(t;) (1 — ) + ZXD(ti) (B—A—E(Mapt))).
j=0 i=1

This is done by the function
dl = default_leg(cdo, rates, t, meanloss);

in file cdo.c.

5.3 Price
The price of the tranche [A, B] is the premium X such that DL = PL i.e.

S D55 ) (B(Ma (i) — E(Ma,5(7))))

X = - - i g .
PDyire D(%) (E(Ma,p(tj+1)) = E(Ma,(t)))) (Fj+1 — ;) + 302, XD(t:) (B — A —E(Ma,5(t:)))

6 Monte-Carlo methods

We recall that DL = E(Ypy,) where Yp , = Z?ﬂ 1,,<rD(7)) (MAVB(Tj) — MA,B(Tj_)). An approximation of
the default leg DL is

1 K
k
DL~ 23" v
k=1
with
k k k k)™
Ypi =D 10y D) (Mas () = Mas(m? ).



In the same way, an approximation of the payment leg PL is
X
~ (k)
PL~ — > XYL,
k=1

with
m

k . k k k)™ k
Y = 3010y D) (Man(r) = Ma s ) — 1)) + - D(0) (B~ A= Map(1)-

j=1 =1
This algorithm is implemented in the functions mc_payment_leg and mc_default_leg:

n_mc = 100000;
pl = mc_payment_leg(cdo, cop, rates, n_mc);
dl = mc_default_leg(cdo, cop, rates, n_mc);

6.1 Monte-Carlo with control variate

We consider as control variate an homogeneous CDO built with the following nominal and recovery rate:

IR 1 ¢
N'= =% N;, and "= -3 E(4).
j=1 j=1

Then we compute the legs of this homogeneous CDO using the Laurent and Gregory approach (see section
3.2). Hence we have N"(t) the number of default distribution, L"(¢) the loss distribution, and PL" and DL#
the price of the payment leg and the default leg respectively.

The value of the default leg of the initial CDO is then equal to

DL = DL +E(3" 1, <rD(r) (Ma.n(ry) = Man(r;) = (M () = M (7))

where MZB(t) = (L"(t) — A)1pnyerap + (B — A)Lpny)>p. We approximate the expectation by a Monte-
Carlo procedure as above. In the same way, we can express the payment leg with PL".
This algorithm is implemented in the functions mc_payment_vc_leg and mc_default_vc_leg:

n_mc = 100000;
t = init_fine_grid(cdo->dates, 4);
hcdo = homogenize_CDO(cdo);
cp = init_cond_prob(hcdo, cop, t);
numdef = lg_numdef (hcdo, cop, t, cp);
meanloss = mean_losses_from_numdef (hcdo, t, numdef);
hpl = payment_leg(hcdo, rates, t, meanloss);
hdl = default_leg(hcdo, rates, t, meanloss);
pl mc_payment_vc_leg(cdo, cop, rates, n_mc);
dl mc_default_vc_leg(cdo, cop, rates, n_mc);
for (jtr = 0; jtr < cdo->n_tranches-1; jtr++) {
plljtr] = hpl[jtr] + plljtrl;
dlf[jtr] = hdl[jtr]l + dl[jtrl;
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