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mc_standard2d

Input parameters:
e StepNumber N
e Generator_Type
e Confidence Value
Output parameters:
e Price P

e FError Price op

Deltas 61, do

Errors delta o, , 05,

Price Confidence Interval: ICp =[Inf Price, Sup Price]
e Delta Confidence Intervals: ICs; =[Inf Delta, Sup Delta]

Description:
Computation for a Call on Maximum - Put on Minimum - Exchange or Bestof
European Option of its Price and its Delta with the Standard Monte Carlo or
Quasi-Monte Carlo simulation. In the case of Monte Carlo simulation, this
method also provides an estimation for the integration error and a confidence
interval.

- The underlying asset prices evolve according to the two-dimensional Black
and Scholes model, that is:

dSk = SL((r — dy)du + 01dBY), Sh_, = s'
dS? = S%((r — dy)du + 02dB?), S3_, = s*
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where S% denotes the spot at maturity 7, s is the initial spot and (B!, u > 0)
and (B2, u > 0) denote two real-valued Brownian motions with instantaneous
correlation p. A description for correlated brownian motions and their sim-
ulation is given in the part about random variable simulation.

Then we have:

St = stexp((r —d; — %f)t) exp(oy; B})
S2 = s2exp((r — dy — %)t) exp(angt1 + O-QQBtQ)

where the parameters o1, 012, 091, 029 are given in the following matrix A:

01 0

pos /1 — pog

such that AA" = IT" where I' is the covariance matrix expressed by:

011 012

021 022

01 pPO102

2
2
pPO102 gy

- The price of an option is

P=FE [exp(—rt)f(Ka St S%)}

where f denotes the payoff of the option, K the strike and ¢ time to maturity.
The Deltas are given by:

o =
0y =

r Elexp(—rt) f(K, Sp, ST)]
= Elexp(—rt) f(K, St 57)]

Q"Qﬁ"‘@

- Estimators are expressed as:

N
P= = exp(—rt) Y P(i)
N i=1
-1 o 1 N
§; = N exp(— Z el =5 exp(—rt) > 8;(i)

=1 1=1

The values for P(i) and §;(i) are detailed for each option.
e Put on the Minimum: The payoff is (K — min(S;, S,))™.
+
P(i) = | K — min(S}(i), S7(0)))|
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If P(i) > 0 then:
01 (i)

052.(i S2.(i) . . .
st = { 7R = S0 <530

1o otherwise
e Call on the Maximum: The payoff is (max(S, S5) — K)™.
. 1/- 92 /. +
P(i) = [max(Sp(i), S3(i)) — K]

If P(i) > 0 then:

0sl sl

5. (i 0510 _ 510 i gh(5) > S2(4)
() = 0 otherwise

5 = 4 S =S i Sh(i) > S3(i)
2(2) — s s \
0 otherwise

e Exchange Option: The payoff is (S; — ratio x S3)*.

P(i) = (Sh(i) — ratio x S3(i))

0 otherwise

SL@) . .
51(7/) _ { o1 lf P(Z) > 0

S
0 otherwise

5(i) = { —ratio X S%éi) if P(i)>0
e BestOf Option: The payoff is [max(S; — K1, Sy — K,)]".
. . . +
P(i) = [maX(S%(z) — Ky, S7.(i) — Kg)}

If P(i) > 0 then:

St if §L(5) — Ky > S2(i) — Ko
0 otherwise

Mmzsyifgw—mz%@—m
2 0 otherwise



Algorithm:

/* Value to construct the confidence interval */
For example if the confidence value is equal to 95% then the value z, used
to construct the confidence interval is 1.96. This parameter is taken into
account only for MC simulation and not for QMC simulation.
/*Initialization* /
/* Covariance Matrix */
/* Coefficients of the matrix A such that AA" =T */ This covariance matrix
allows to generate the correlated two-dimensional brownian motions.
/*Median forward stock and delta values*/
Computation of intermediate values we use several times in the program.

e /*MC sampling™®/
Initialization of the simulation: generator type, dimension, size N of the
sample
/* Test after initialization for the generator */
Test if the dimension of the simulation is compatible with the selected gen-
erator. (See remarks on QMC simulation, especially on dimension of low-
discrepancy sequences). For standard Monte Carlo in the two-dimensional
Black and Scholes model, we never have any problem with the dimension,
fixed to 2 at the beginning of the programm.
Definition of a parameter which exprimes if we realize a MC or QMC sim-
ulation. Some differences then appear in the algorithm for simulation of a
gaussian variable and in results in the simulation.

/* Begin N iterations */

- /*Gaussian Random Variables*/
Generation of 2 gaussian variables g; and g, used for the Brownian motions
as Vtg;.
Simulation of independent gaussian variables according to the generator type,
that is Monte Carlo or Quasi Monte Carlo.
Call to the appropriate function to generate a standard gaussian variable.
See the part about simulation of random variables for explanations on this
point. We just recall that for a MC simulation, we use the Gauss-Abramovitz
algorithm, and for a QMC simulation we use an inverse method and a two-
dimensional low-discrepancy sequence.

- /*Price*/



At the iteration 7, we obtain

P(i) = payoff (K, S7(i), S7(i))

- /*Delta*/
Calculation of Delta d;(7) and d-(7) for the different cases with formula given
previously.
/*Call on the Maximum*/
/*Put on the Minimum™/
/*Best of*/
/*Exchange*/
Formula were previously described.

/*Sum*/
Computation of the sums Y P(z) and Y 6;(¢) for the mean price and the
means delta.

/*Sum of squares™®/
Computation of the sums 3 P(i)* and 3(d;(7))* necessary for the variance
price and the variances delta estimations. (finally only used for MC estima-
tion)

/* End N iterations */

e /*Price™/
The price estimator is:

N

P = < exp(~r1) . P()

i=1

The error estimator is op with :

0% = Nl—l (; exp(—2rt) Y P(i)* — P2>

i—1
The confidence interval is
ICp =[P — zoyop; P+ 2,0p]

with z, computed from the confidence value.
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e /*Delta*/
- /* Deltal estimator */
The delta estimator is:

1 S
o = N exp(—rt) > 61(4)
i=1
The error estimator is o5, with:
2 1 1 AN 2
%= N1\ N exp(—2rt) Y 07 (i) — &

i=1
The confidence interval is given as:

ICs, = [01 — 2405,; 01 + 2404, |
with z, computed from the confidence value.

- /* Delta2 estimator */
The delta estimator is:

1 SN
09 = N exp(—7t) ) a(i)
i=1
The error estimator is o5, with:

1 1 N
O'gQ = ﬁ (N eXp(—Zrt) Zég(Z) — 55)

i=1
The confidence interval is given as:
ICs, = 02 — 2405, 02 + 240%,]

with z, computed from the confidence value.



