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#### Abstract

Krylov methods are widely used for solving large sparse linear systems of equations. On distributed architectures, their performance is limited by the communication needed at each iteration of the algorithm. In this paper, we study the use of so-called enlarged Krylov subspaces for reducing the number of iterations, and therefore the overall communication, of Krylov methods. In particular, we consider a reformulation of the conjugate gradient method using these enlarged Krylov subspaces: the enlarged conjugate gradient method. We present the parallel design of two variants of the enlarged conjugate gradient method, as well as their corresponding dynamic versions, where the number of search directions is dynamically reduced during the iterations. For a linear elasticity problem with heterogeneous coefficients, using a block Jacobi preconditioner, we show that this implementation scales up to 16,384 cores and is up to 6.9 times faster than the PETSc implementation of PCG.
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1. Introduction. The discretization of partial differential equations, used to model physical phenomena, or optimization problems leads to linear systems of the form $A x=b$, where $A$ is a sparse matrix. When $A$ becomes very large, iterative methods based on Krylov subspaces are the method of choice [32]. In this paper, we consider the case where $A \in \mathbb{R}^{n \times n}$ is symmetric ( $A^{\top}=A$ ) positive definite ( $x^{\top} A x>0$ for all $x \neq 0$ ). The conjugate gradient method [19], and its preconditioned form, is a well-known method for solving such linear systems.

However, solving these linear systems efficiently on large scale computers remains a challenging problem. One difficulty is the high cost of communication compared to the computation on these machines [7,6]. Recently, a lot of effort has been put into enhancing the performance of Krylov methods by avoiding global communication $[4,3]$, overlapping communication with computation [13], or decreasing the number of iterations by searching in multiple directions at once [33, 14]. In this paper, we focus on the third approach, more precisely on the enlarged conjugate gradient (ECG) method [14, 16].

After recalling Orthodir and Orthomin variants of ECG, we show the explicit link between the two methods. This gives a rigorous justification of an observation already made concerning the robustness of Orthodir compared to Orthomin in [16] in the case when the search directions are $A$-orthogonalized as in formula (2.8) given

[^0]in the following section. However, we note that we do not study here the maximum attainable accuracy of the two variants. In [22], the authors consider the GMRES method and they show that Orthomin is better from this point of view in this case. We, however, study theoretically the convergence behavior of ECG, assuming exact arithmetic. We greatly improve the previous result in [14] and show that ECG acts as if the smallest eigenvalues were somehow deflated. Then we present the parallel design of ECG. We consider both Orthodir and Orthomin variants, as well as dynamic versions of these variants that reduce dynamically the number of search directions in order to reduce the extra arithmetic cost in ECG compared to standard CG. In practice, we observe that enlarging the Krylov subspaces can drastically reduce the number of iterations. Indeed, in the numerical experiments it is used with a block Jacobi preconditioner and acts as a second level that, in a way, deflates the smallest eigenvalues; this is in accordance with the theory. This leads to a significant speed-up over standard PCG. For instance, for a 3D linear elasticity problem with heterogeneous coefficients with 4.5 million unknowns and 165 million nonzero entries, we observe that ECG is up to 5.7 times faster than the PETSc implementation of PCG, both using a block Jacobi preconditioner. This test case is known to be difficult because the standard one-level preconditioners are not expected to be very effective [34]. As it increases the arithmetic intensity and reduces the communication, it is well suited for modern and future architectures that exhibit massive parallelism. For the previous elasticity problem, we show that the method can scale up to 16,384 threads, each one being bound to one physical core, which means that each core owns nearly 280 unknowns.

In summary, the contributions of the paper are the following. We provide a rigorous justification of the lack of robustness of Orthomin compared to Orthodir observed experimentally in [16]. We give a proof of the speed of convergence of ECG which greatly improves the previous existing result presented in [14]. This shows that ECG acts as a second-level preconditioner that mitigates the effect of the smallest eigenvalues on the convergence of the iterative method. Hence it is sufficient to use as preconditioner a highly parallel method such as block Jacobi which bounds the largest eigenvalue of the preconditioned matrix. Finally, we introduce a parallel design embedding several variations of ECG whose scalability is assessed on different matrices and up to 16,384 cores. We want to point out that our aim is not to design a specific solver for elliptic partial differential equations such as GenEO [34] or multigrid preconditioners with some tuning. For a detailed comparison of such solvers, we refer the reader to Jolivet's thesis [23]. It is very likely that for these test cases, these solvers are more effective than ECG with a block Jacobi preconditioner. Nevertheless, unlike these methods, ECG is an algebraic method. It does not require any information from the underlying partial differential equation and does not rely on any assumption, except that the matrix is symmetric positive definite (SPD). Hence it can be seen as a black-box solver and integrated very easily in any existing code.

## 2. Enlarged Krylov conjugate gradients.

2.1. Block Krylov methods. In 1980, O'Leary introduced the block CG method [29] for solving SPD systems with several right-hand sides. In this seminal paper, she proved that block CG can converge significantly faster than CG. This idea was then generalized and extended to other standard Krylov methods, such as GMRES [30, 27] or BiCGSTAB [12]. Later, Gutknecht [17] introduced a general framework for defining block Krylov subspaces.

Recently, block Krylov methods have received increasing attention in the HPC


Fig. 1. Illustration of the ordering of A into eight subdomains obtained with METIS [25] and several admissible splittings of $r_{0}$ into three vectors.
field $[24,33,26]$. They appear to be well suited for modern computers' architectures with a high level of parallelism because they allow one to reduce the number of global synchronizations, while also featuring a higher arithmetic intensity at the cost of some extra computations.
2.2. Enlarged Krylov subspaces. In [14], the authors define so-called enlarged Krylov subspaces. First, the matrix $A$ is reordered by partitioning its graph into $\mathcal{N}$ subdomains (using METIS [25], for example). Then the initial residual $r_{0}$ is split into $t$ vectors denoted by $R_{0}^{e(i)}, 1 \leq i \leq t$. In the original paper, the authors use $t=\mathcal{N}$. It is important to note that the case $t<\mathcal{N}$ can be dealt with many ways as long as $r_{0}=\sum_{i=1}^{t} R_{0}^{e(i)}$ (Figure 1). This is of particular interest in practice because typically $\mathcal{N}$ will correspond to the number of MPI processes. The parameter $t$ is called the enlarging factor. In practice, for a given $t$, we have performed numerical experiments which show that the splitting of $r_{0}$ does not have any significant impact on the convergence of the method. The intuition behind this observation is that all the admissible splittings that we considered are equivalent up to a renumbering of the domains. In the numerical experiments, we construct the initial enlarged residual $R_{0}^{e}=\left[R_{0}^{e(1)}, \ldots, R_{0}^{e(t)}\right]$ as the leftmost example in Figure 1.

Then the enlarged Krylov subspace of order $k$ denoted by $\mathcal{K}_{k, t}\left(A, r_{0}\right)$ is defined as the block Krylov subspace of order $k$ associated to $A$ and the enlarged residual $R_{0}^{e}$. More precisely, and following the notation introduced in [17],

$$
\begin{align*}
\mathcal{K}_{k, t}\left(A, r_{0}\right) & =\mathcal{K}_{k}^{\square}\left(A, R_{0}^{e}\right)  \tag{2.1}\\
& =\operatorname{span}^{\square}\left\{R_{0}^{e}, A R_{0}^{e}, \ldots, A^{k-1} R_{0}^{e}\right\} \tag{2.2}
\end{align*}
$$

Using this definition and following [16], it is possible to derive two variants (Orthomin and Orthodir) of the enlarged conjugate gradient (ECG) algorithm (Algorithm 2.1). More precisely, the enlarged approximate solution is a matrix of size $n \times t$ denoted by $X_{k}$, and the sum of its columns gives the approximate solution of the original system. We denote by $R_{k}$ the enlarged approximate residual, and similarly we obtain the approximate residual of the original system by summing its columns. $P_{k}$ is a matrix of size $n \times t$ called search directions; it corresponds to the $A$-orthonormalization
of another matrix of size $n \times t$ that we denote by $Z_{k}$. In fact, the algorithms first construct $Z_{k}$ and then $P_{k}$, which is used for updating both the approximated solution and the residual. We denote by $\alpha_{k}$ the optimal step; unlike in the CG algorithm, it is not a scalar but a matrix of size $t \times t$. Depending on the method for constructing $Z_{k+1}$, it is possible to derive two variants of ECG: Orthomin and Orthodir.

Orthomin (Omin) corresponds to block CG [29]:

$$
\begin{align*}
\beta_{k} & =\left(A P_{k}\right)^{\top} R_{k},  \tag{2.3}\\
Z_{k+1} & =R_{k}-P_{k} \beta_{k} . \tag{2.4}
\end{align*}
$$

This method is very similar to the one originally proposed by Hestenes and Stiefel [19] because it constructs the new descent directions $Z_{k+1}$ using $R_{k}$ and $P_{k}$.

Orthodir (Odir) corresponds to the block Lanczos algorithm but with the inner product induced by $A$ :

$$
\begin{align*}
\gamma_{k} & =\left(A P_{k}\right)^{\top}\left(A P_{k}\right),  \tag{2.5}\\
\rho_{k} & =\left(A P_{k-1}\right)^{\top}\left(A P_{k}\right),  \tag{2.6}\\
Z_{k+1} & =A P_{k}-P_{k} \gamma_{k}-P_{k-1} \rho_{k} . \tag{2.7}
\end{align*}
$$

It is the block equivalent of the homonym method defined in [1]. Unlike the previous variant, $Z_{k+1}$ is constructed using $P_{k}$ and $P_{k-1}$.

Both Orthodir and Orthomin produce $Z_{k+1}$, which is $A$-orthogonal to $P_{i}$ for $i \leq k$. Then the search directions $P_{k+1}$ are defined as

$$
\begin{equation*}
P_{k+1}=Z_{k+1}\left(Z_{k+1}^{\top} A Z_{k+1}\right)^{-1 / 2} . \tag{2.8}
\end{equation*}
$$

Unlike the CG algorithm, a breakdown occurs if $Z_{k+1}^{\top} A Z_{k+1}$ is singular, i.e., $Z_{k+1}$ is not full rank. Although rare, this situation can happen in practice, and several variants have been developed in order to handle this case [21, 16, 11, 29]. Overall, both Orthomin and Orthodir generate $P_{k+1}$ such that

$$
\begin{align*}
P_{k+1}^{\top} A P_{i} & =0 \quad \forall i \leq k,  \tag{2.9}\\
P_{k+1}^{\top} A P_{k+1} & =I . \tag{2.10}
\end{align*}
$$

Consequently, the ECG method can be summarized in Algorithm 2.1. Another difference with the original block CG algorithm is that the search directions are $A$ orthonormalized at each iteration: $P_{k}$ is used as search directions instead of $Z_{k}$. It has been shown numerically that using this variant can increase the numerical stability of the method [11].

Given a preconditioner $M^{-1}$, the idea for applying left preconditioning to the (block) CG method is to remark that $M^{-1} A$ is self-adjoint with respect to the $M$ inner product [32]. Then, by replacing the occurrences of $A$ by $M^{-1} A$ and the occurrences of the transpose sign ${ }^{\top}$ by ${ }^{\top} M$ in the algorithm (Algorithm 2.1), it follows the preconditioned ECG method. In fact, some simplifications occur and the algorithm remains exactly the same, except the definition of $Z_{k}$, which is slightly different. More precisely, it follows that the preconditioned Orthomin method corresponds to

$$
\begin{align*}
\beta_{k} & =\left(A P_{k}\right)^{\top} M^{-1} R_{k},  \tag{2.11}\\
Z_{k+1} & =M^{-1} R_{k}-P_{k} \beta_{k} \tag{2.12}
\end{align*}
$$

$$
\begin{align*}
\gamma_{k} & =\left(A P_{k}\right)^{\top}\left(M^{-1} A P_{k}\right),  \tag{2.13}\\
\rho_{k} & =\left(A P_{k-1}\right)^{\top}\left(M^{-1} A P_{k}\right),  \tag{2.14}\\
Z_{k+1} & =M^{-1} A P_{k}-P_{k} \gamma_{k}-P_{k-1} \rho_{k} \tag{2.15}
\end{align*}
$$

In both cases, the initialization also slightly differs because $Z_{1}=M^{-1} R_{0}^{e}$. Overall, the preconditioner is applied once per iteration, as in the standard CG method.

```
Algorithm 2.1. Preconditioned ECG algorithm.
    \(P_{0}=0, R_{0}=R_{0}^{e}, Z_{1}=M^{-1} R_{0}\)
    for \(k=1, \ldots, k_{\max }\) do
        \(P_{k}=Z_{k}\left(Z_{k}^{\top} A Z_{k}\right)^{-1 / 2}\)
        \(\alpha_{k}=P_{k}^{\top} R_{k-1}\)
        \(X_{k}=X_{k-1}+P_{k} \alpha_{k}\)
        \(R_{k}=R_{k-1}-A P_{k} \alpha_{k}\)
        if \(\left\|\sum_{i=1}^{t} R_{k}^{(i)}\right\|_{2}<\varepsilon\) then
            stop
        end if
        construct \(Z_{k+1}\) using (2.11)-(2.12) (Orthomin) or (2.13)-(2.15) (Orthodir)
    end for
    \(x_{k}=\sum_{i=1}^{t} X_{k}^{(i)}\)
```

2.3. Equivalence between Orthodir and Orthomin. In what follows, we assume exact arithmetic and we study the connection between these two methods with the aim of deriving formulas that link the approximate quantities of both variants. Indeed, by construction the approximate solutions computed by Orthodir and Orthomin are equal. Hence the approximate residuals are also equal. But this does not imply that the search directions generated are equal even if they belong to the same space. We denote with a tilde the variables related to Orthomin and with a hat the variables related to Orthodir; e.g., $\widehat{P}_{k}$ are the $A$-orthonormalized search directions generated during Orthodir.

For the sake of brevity, we only consider the case where no breakdowns occur so that $\widehat{Z}_{k}, \widehat{P}_{k}$ and $\widetilde{Z}_{k}, \widetilde{P}_{k}$ are all well-defined.

Since Orthomin and Orthodir rely on the same projection process [16] (they both search an approximate solution in $\mathcal{K}_{t, k}$, such that the corresponding residual is orthogonal to $\mathcal{K}_{t, k}$ ), we know that $\widehat{X}_{k}=\widetilde{X}_{k}$. It follows that

$$
\begin{align*}
\widehat{P}_{k} \widehat{\alpha}_{k} & =\widetilde{P}_{k} \widetilde{\alpha}_{k}  \tag{2.16}\\
\widehat{P}_{k} \widehat{P}_{k}^{\top} & =\widetilde{P}_{k} \widetilde{P}_{k}^{\top} \tag{2.17}
\end{align*}
$$

Hence there exists $\delta_{k} \in \mathbb{R}^{t \times t}$ orthogonal and such that $\widetilde{P}_{k}=\widehat{P}_{k} \delta_{k}$.
A simple computation using the previous relationships gives

$$
\begin{align*}
\widehat{Z}_{k+1} \delta_{k} \widetilde{\alpha}_{k} & =A \widetilde{P}_{k} \widetilde{\alpha}_{k}-\widehat{P}_{k} \widehat{P}_{k}^{\top} A A \widetilde{P}_{k} \widetilde{\alpha}_{k}-\widehat{P}_{k-1} \widehat{P}_{k-1}^{\top} A A \widetilde{P}_{k} \widetilde{\alpha}_{k}  \tag{2.18}\\
& =A \widetilde{P}_{k} \widetilde{\alpha}_{k}-\widetilde{P}_{k} \widetilde{P}_{k}^{\top} A A \widetilde{P}_{k} \widetilde{\alpha}_{k}-\widetilde{P}_{k-1} \widetilde{P}_{k-1}^{\top} A A \widetilde{P}_{k} \widetilde{\alpha}_{k} \tag{2.19}
\end{align*}
$$

On the other hand, by the definition of ECG we have

$$
\begin{equation*}
R_{k}-R_{k-1}=-A \widetilde{P}_{k} \widetilde{\alpha}_{k} \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{P}_{k-1}^{\top} A R_{k}=0 . \tag{2.21}
\end{equation*}
$$

Hence it follows that

$$
\begin{align*}
-\widehat{Z}_{k+1} \delta_{k} \widetilde{\alpha}_{k} & =R_{k}-\widetilde{P}_{k} \widetilde{P}_{k}^{\top} A R_{k}-R_{k-1}+\widetilde{P}_{k-1} \widetilde{P}_{k-1}^{\top} A R_{k-1}+\widetilde{P}_{k} \widetilde{P}_{k}^{\top} A R_{k-1}  \tag{2.22}\\
& =R_{k}-\widetilde{P}_{k} \widetilde{\beta}_{k}-\widetilde{Z}_{k}+\widetilde{P}_{k} \widetilde{P}_{k}^{\top} A R_{k-1} \tag{2.23}
\end{align*}
$$

and, furthermore,

$$
\begin{align*}
\widetilde{P}_{k} \widetilde{P}_{k}^{\top} A R_{k-1} & =\widetilde{Z}_{k}\left(\widetilde{Z}_{k}^{\top} A \widetilde{Z}_{k}\right)^{-1} \widetilde{Z}_{k}^{\top} A R_{k-1}  \tag{2.24}\\
& =\widetilde{Z}_{k}\left(\widetilde{Z}_{k}^{\top} A \widetilde{Z}_{k}\right)^{-1} \widetilde{Z}_{k}^{\top} A \widetilde{Z}_{k}  \tag{2.25}\\
& =\widetilde{Z}_{k} . \tag{2.26}
\end{align*}
$$

Indeed, a direct computation gives

$$
\begin{align*}
\widetilde{Z}_{k}^{\top} A \widetilde{Z}_{k} & =\widetilde{Z}_{k}^{\top} A\left(R_{k-1}-\widetilde{P}_{k-1} \widetilde{P}_{k-1}^{\top} A R_{k-1}\right)  \tag{2.27}\\
& =\widetilde{Z}_{k}^{\top} A R_{k-1} \tag{2.28}
\end{align*}
$$

because by construction $\widetilde{Z}_{k}^{\top} A \widetilde{P}_{k-1}=0$. Thus, we have

$$
\begin{equation*}
\widetilde{Z}_{k+1}=-\widehat{Z}_{k+1} \delta_{k} \widetilde{\alpha}_{k} \tag{2.29}
\end{equation*}
$$

This result is a generalization of a previous result presented by Ashby, Manteuffel, and Saylor [1, p. 1550] for standard CG. In fact, the authors show that $\widetilde{z}_{k}=\Pi_{i=0}^{k}\left(-\widetilde{\alpha}_{k}\right) \widehat{z}_{k}$, but they never consider explicitly the $A$-orthonormalized search directions. In particular, they define $z_{k+1}$ using $z_{k}$ (for Omin) and $z_{k-1}$ (for Odir). This explains the slight difference between our generalization and their result.

When $k$ becomes large, $\widetilde{\alpha}_{k}=\widetilde{P}_{k}^{\top} R_{k-1}$ and $\left\|\widetilde{\alpha}_{k}\right\|_{2}$ is more likely to be small because $R_{k-1}$ is supposed to converge to 0 and $\widetilde{P}_{k}$ is $A$-orthonormalized-the same reasoning applies for $\widehat{\alpha}_{k}$. This result is very interesting because it shows that, since $\delta_{k}$ is an orthogonal matrix, when $k$ becomes large, $\left\|\widetilde{Z}_{k+1}\right\|_{2}$ can be significantly smaller than $\left\|\widehat{Z}_{k+1}\right\|_{2}$. Hence the conditioning of $\widetilde{Z}_{k+1}^{\top} A \widetilde{Z}_{k+1}$ could be much worse than that of $\widehat{Z}_{k+1}^{\top} A \widehat{Z}_{k+1}$, possibly leading to a breakdown when computing its Cholesky factorization (line 5 in Algorithm 2.1). It is remarkable to notice that even for the standard CG method, this has already been noticed by Ashby, Manteuffel, and Saylor in [1, pp. 1551-1552]: "If $B C A^{1}$ is indefinite, Omin may still be used, but the previous direction vector, $\hat{p}_{i-1}$, should be stored. Then, if $\widehat{\alpha_{i}}=0$ (or is nearly zero), control can switch to the 3 -term recursion of Odir to get $p_{i+1}$." In practice, this phenomenon is indeed observed: there are cases where Orthomin breaks down while Orthodir does not [16]. In conclusion, Orthodir is expected to be more reliable than Orthomin. However, Orthodir is also more costly than Orthomin: the construction of $Z_{k+1}$ requires twice as many flops and memory as for Orthomin.

[^1]2.4. Convergence study. As previously mentioned, O'Leary [29] proved that block CG can converge significantly faster than standard CG. In [14], it is proved that ECG converges at least as fast as CG, but there is no further information on the speed of convergence of ECG.

In what follows, we derive a much sharper bound for ECG's convergence. It is, however, very likely that this new bound is still too pessimistic compared to the real convergence of the method. In particular, it is well known that the corresponding bound for the CG method derived using a Chebyshev polynomial does not take into account the nonlinear behavior of the convergence of the method [28]. In fact, the results that exist for describing the error of the CG method completely are not straightforward to generalize to the block CG method and hence to the ECG method. Furthermore, in order to simplify the analysis we neglect round-off errors, and it is also well known that they can significantly impact the convergence of the CG method [28]. However, the theoretical study of the behavior of the ECG method in finite arithmetic is out of the scope of the present paper. Our aim is to make a first step in understanding the convergence behavior of the ECG method, but we are aware that a lot remains to be done.

This section is dedicated to the proof of the following result.
ThEOREM 2.1. Let $x_{k}$ be the approximate solution given by the ECG method in exact precision with an enlarging factor $t$ at step $k \geq 1$. Then we have

$$
\begin{equation*}
\left\|x_{k}-x_{*}\right\|_{A} \leq\left\|\hat{e}_{0}\right\|_{A} \min _{p \in \mathbb{P}_{1}^{k}} \max _{i \in\{t, \ldots, n\}}\left|p\left(\lambda_{i}\right)\right| \tag{2.30}
\end{equation*}
$$

where $\mathbb{P}_{1}^{k}$ denotes the set of polynomials of degree at most $k$ and such that $p(0) \equiv 1$, and $\hat{e}_{0}$ is a constant independent of $k$ defined as

$$
\hat{e}_{0} \equiv E_{0}\left(\Phi_{1}^{\top} E_{0}\right)^{-1}\left(\begin{array}{c}
0  \tag{2.31}\\
\vdots \\
0 \\
1
\end{array}\right)
$$

where $E_{0}$ denotes the initial enlarged error and $\Phi_{1}=\left(\begin{array}{lll}\phi_{1} & \ldots & \phi_{t}\end{array}\right)$ denotes the matrix whose columns are the $t$ eigenvectors associated to the smallest eigenvalues of $A$.

Proof. In [14], it is shown that the approximate solution of ECG at iteration $k \geq 1$, denoted by $x_{k}$, verifies

$$
\begin{equation*}
\left\|x_{*}-x_{k}\right\|_{A}=\min _{y \in \mathcal{K}_{k, t}\left(A, r_{0}\right)}\left\|x_{*}-y\right\|_{A} \tag{2.32}
\end{equation*}
$$

Our strategy is to find a $y \in \mathcal{K}_{k, t}\left(A, r_{0}\right)$ that satisfies

$$
\begin{equation*}
\left\|x_{*}-y\right\|_{A} \leq C \min _{p \in \mathbb{P}_{1}^{k}} \max _{i \in\{t, \ldots, n\}}\left|p\left(\lambda_{i}\right)\right|, \tag{2.33}
\end{equation*}
$$

where $C$ is a constant which does not depend on $k$. For any element $z$ of $\mathcal{K}_{k, t}\left(A, r_{0}\right)$, the error $x_{*}-z$ reads as

$$
\begin{equation*}
x_{*}-z=\sum_{j=1}^{t} p_{k j}(A) E_{0}^{(j)} \tag{2.34}
\end{equation*}
$$

where $p_{k j}$ is a polynomial of degree not exceeding $k$, and $E_{0}^{(j)}$ denotes the $j$ th column of the initial enlarged error, denoted by $E_{0}$.

Let $\Phi \Lambda \Phi^{\top}$ be the spectral decomposition of $A$, i.e, $A=\Phi \Lambda \Phi^{\top}$, where the eigenvalues are sorted in an increasing order in the diagonal matrix $\Lambda$, and the columns of $\Phi$ are the corresponding eigenvectors such that $\Phi$ is orthonormal. We further denote $\Lambda_{1}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{t}\right), \Lambda_{2}=\operatorname{diag}\left(\lambda_{t+1}, \ldots, \lambda_{n}\right)$ and $\Phi_{1}=\left(\begin{array}{lll}\phi_{1} & \ldots & \phi_{t}\end{array}\right)$, $\Phi_{2}=\left(\begin{array}{lll}\phi_{t+1} & \ldots & \phi_{n}\end{array}\right)$.

Let

$$
\hat{e}_{0} \equiv E_{0}\left(\Phi_{1}^{\top} E_{0}\right)^{-1}\left(\begin{array}{c}
0  \tag{2.35}\\
\vdots \\
0 \\
1
\end{array}\right)
$$

It directly follows that

$$
\begin{equation*}
\hat{e}_{0}=\Phi \Phi^{\top} \hat{e}_{0}=\phi_{t}+\Phi_{2} \Phi_{2}^{\top} \hat{e}_{0} \tag{2.36}
\end{equation*}
$$

Indeed, by construction $\hat{e}_{0}$ is the vector in Range $\left(E_{0}\right)=\operatorname{span}\left\{E_{0}^{(1)}, \ldots, E_{0}^{(t)}\right\}$ such that its orthogonal projection onto Range $\left(\Phi_{1}\right)$ is exactly equal to $\phi_{t}$ [31, Lemma 4]. In particular, there exist $t$ real numbers $\zeta_{1}, \ldots, \zeta_{t}$ such that $\hat{e}_{0}=\sum_{j=1}^{t} \zeta_{j} E_{0}^{(j)}$. Thus, if we choose $p_{k j} \equiv \zeta_{j} p_{k}$ in (2.34), where $p_{k} \in \mathbb{P}_{1}^{k}$, we can define $y \in \mathcal{K}_{k, t}\left(A, r_{0}\right)$ such that

$$
\begin{equation*}
x_{*}-y \equiv p_{k}(A) \hat{e}_{0} \tag{2.37}
\end{equation*}
$$

Given our choice of $\hat{e}_{0}$, we have

$$
\begin{align*}
x_{*}-y & =\Phi p_{k}(\Lambda) \Phi^{\top} \hat{e}_{0}  \tag{2.38}\\
& =\Phi p_{k}(\Lambda) \Phi^{\top}\left(\phi_{t}+\Phi_{2} \Phi_{2}^{\top} \hat{e}_{0}\right)  \tag{2.39}\\
& =\phi_{t} p_{k}\left(\lambda_{t}\right)+\Phi_{2} p_{k}\left(\Lambda_{2}\right) \Phi_{2}^{\top} \hat{e}_{0} \tag{2.40}
\end{align*}
$$

Thus, we finally obtain the desired bound

$$
\begin{equation*}
\left\|x_{*}-y\right\|_{A} \leq\left\|\hat{e}_{0}\right\|_{A} \min _{p \in \mathbb{P}_{1}^{k}} \max _{i \in\{t, \ldots, n\}}\left|p\left(\lambda_{i}\right)\right| . \tag{2.41}
\end{equation*}
$$

It is possible to use Chebyshev polynomials [29, 32] to bound the min-max quantity

$$
\begin{equation*}
\min _{p \in \mathbb{P}_{1}^{k}} \max _{t \leq i \leq n}\left|p\left(\lambda_{i}\right)\right| \leq 2\left(\frac{\sqrt{\kappa_{t}}-1}{\sqrt{\kappa_{t}}+1}\right)^{k} \tag{2.42}
\end{equation*}
$$

where $\kappa_{t}=\frac{\lambda_{n}}{\lambda_{t}}$.
Corollary 2.2. Let $x_{k}$ be the approximate solution given by the ECG method with an enlarging factor $t$ at step $k \geq 1$. Then we have

$$
\begin{equation*}
\left\|x_{k}-x_{*}\right\|_{A} \leq 2\left\|\hat{e}_{0}\right\|_{A}\left(\frac{\sqrt{\kappa_{t}}-1}{\sqrt{\kappa_{t}}+1}\right)^{k} \tag{2.43}
\end{equation*}
$$

where $\hat{e}_{0}$ is defined by (2.31), and $\kappa_{t}=\frac{\lambda_{n}}{\lambda_{t}}$.

This final result is similar in its form to the following well-known result for the CG method: a constant independent of $k, 2\left\|\hat{e}_{0}\right\|_{A}$ multiplied by a geometric factor, $\left(\left(\sqrt{\kappa_{t}}-1\right) /\left(\sqrt{\kappa_{t}}+1\right)\right)^{k}$. The main difference is that the geometric factor can be much smaller for ECG, especially if $\lambda_{1} \ll \lambda_{t}$. In fact, this geometric factor looks similar to that of the deflated $C G$ method [10]. This method can be seen as applying the CG method on the so-called deflated operator. This deflated operator is the same as the original one, except that some of its (smallest) eigenvalues are shifted to be equal to $1 .{ }^{2}$ Thus, it allows one to remove the possibly bad effect of these eigenvalues on the convergence. However the main drawback of the deflated CG method is that it requires the knowledge of these eigenvalues and their corresponding eigenvectors. Furthermore, assuming that $t$ vectors are deflated, Dostál [10] proved the following:

$$
\begin{equation*}
\kappa(\tilde{A}) \leq \frac{\lambda_{n}}{\sqrt{\left(1-\gamma^{2}\right) \lambda_{t+1}^{2}+\gamma^{2} \lambda_{1}^{2}}} \tag{2.44}
\end{equation*}
$$

where $\kappa(\tilde{A})$ denotes the condition number of the deflated operator, and $\gamma$ represents the distance between the exact eigenspace associated to the $t$ smallest eigenvalues and the space spanned by the deflated vectors-it can be assumed to be strictly smaller than 1 ; see [10]. If we plug this condition number in the well-known result of the convergence of the CG method, the geometric factor depends on $\gamma$, which in turn depends on the distance between the exact eigenspace associated to the $t$ smallest eigenvalues and the space spanned by the deflated vectors [35]. The results about the convergence of the deflated CG method and that of the ECG method are different, making their comparison difficult. However, the geometric factor of ECG is independent of any error with respect to the exact eigenvectors, but the constant is higher. On the other hand, if a low accuracy is required, it is likely that the deflated CG method delivers a proper approximation in fewer iterations, in particular if the deflated vectors approximate well the eigenvectors associated to the smallest eigenvalues. Furthermore, we want to point out that the proof can be easily adapted to show that one could select in $\Phi_{1}$ any $t$ eigenvectors associated to eigenvalues at the end of the spectrum of $A$, i.e., a mixture of $t$ smallest and largest eigenvalues. Following [29, p. 312], it is possible to show an estimate similar to (2.43) using wellchosen Chebyshev polynomials, resulting in a lower bound depending on the spectrum of $A$.

We now briefly comment on our strategy for proving the result, and we review similar existing results. The strategy of the proof of Theorem 2.1 mimics that used by Saad in [31], but in the context of the Lanczos and block Lanczos methods. In particular, the choice of $\hat{e}_{0}$ is driven by [31, Lemma 4]. This is of course due to the close connection between the ECG method, the block CG method, and the block Lanczos method. For instance, O'Leary proved a similar result for the block CG method [29, Theorem 5]. More precisely, the geometric factors are the same. However, unlike that of O'Leary, our proof does not rely on Chebyshev polynomials, and it is also more simple. Hence the constant in front of the geometric factor has a simpler expression in our case.
2.5. Dynamic reduction of the search directions. In what follows, we recall an approach for reducing the block size in the Orthodir method during the iterations

[^2]presented in [16]. The idea is to reduce the added arithmetic and memory costs of Orthodir over Orthomin, while maintaining its good convergence behavior. As explained in the survey [17], the key idea to reduce the block size is to monitor the rank of $R_{k}$. Once $R_{k}$ becomes rank deficient, it means that a part of the approximate solution has already converged at iteration $k$. More precisely, for $i \geq k-1$ there exists a linear combination (independent of $i$ ) of columns of $X_{i}$ that remains constant. As a consequence, there exists a linear combination of search directions that is no longer useful for computing the approximate solution. The idea is to remove these search directions in the next iterations. As $R_{k-1}$ is an $n \times t$ matrix with $n$ large, it is preferable to avoid computing the rank of $R_{k-1}$ directly. In [16], it is shown that the rank of $\alpha_{k}=P_{k}^{\top} R_{k-1}$ can be computed instead.

The method presented in [16] can be divided into two parts. At each iteration of the algorithm (Algorithm 2.2), a singular value decomposition (SVD) of $\alpha_{k}$ is computed (line 5). If the numerical rank of $\alpha_{k}$ is below a given tolerance, $\varepsilon_{\text {def }} \equiv \varepsilon / \sqrt{t}$ (following [16]), then the search directions are reduced accordingly (line 12) and some of them are kept in order to keep the $A$-orthogonality property (lines 11,21 , and 22 ). Although computing the SVD of $\alpha_{k}$ at each iteration induces an extra cost compared to Orthodir, this operation does not involve any communications and it is negligible because $\alpha_{k}$ is a small matrix of size $t \times t$. Furthermore, as the search directions $P_{k}$ are reduced, the dominant operation of Krylov iterations in terms of flops, the matrix product $\left(A P_{k}\right)$, and the application of the preconditioner $\left(M^{-1} A P_{k}\right)$ become cheaper.

```
Algorithm 2.2. ECG D-Odir algorithm.
    \(P_{0}=0, R_{0}=Z_{1}=R_{0}^{e}, H=[]\)
    for \(k=1, \ldots, k_{\text {max }}\) do
        \(P_{k}=Z_{k}\left(Z_{k}^{\top} A Z_{k}\right)^{-1 / 2}\)
        \(\alpha_{k}=P_{k}^{\top} R_{k-1}\)
        \(\alpha_{k}=U_{k} \Sigma_{k} V_{k}^{\top}\)
        let \(s_{k}\) be the number of singular values of \(\alpha_{k}\) bigger than \(\varepsilon_{\text {def }}=\frac{\varepsilon}{\sqrt{ } t}\) (see [16])
        if \(s_{k}<s_{k-1}\) then
            \(\alpha_{k}=U_{k}^{\top} \alpha_{k}\)
            \(P_{k}=P_{k} U_{k}\)
            \(\alpha_{k}=\alpha_{k}\left(1: s_{k},:\right)\)
            \(H=\left[H, P\left(:, s_{k}: s_{k-1}\right)\right]\)
            \(P_{k}=P_{k}\left(:, 1: s_{k}\right)\)
        end if
        \(X_{k}=X_{k-1}+P_{k} \alpha_{k}\)
        \(R_{k}=R_{k-1}-A P_{k} \alpha_{k}\)
        if \(\left\|\sum_{i=1}^{t} R_{k}^{(i)}\right\|_{2}<\varepsilon\left\|r_{0}\right\|\) then
            stop
        end if
        \(\gamma_{k}=\left(A P_{k}\right)^{\top}\left(A P_{k}\right)\)
        \(\rho_{k}=\left(A P_{k-1}\right)^{\top}\left(A P_{k}\right)\)
        \(\delta_{k}=(A H)^{\top}\left(A P_{k}\right)\)
        \(Z_{k+1}=A P_{k}-P_{k} \gamma_{k}-P_{k-1} \rho_{k}-H \delta_{k}\)
    end for
    \(x_{k}=\sum_{i=1}^{t} X_{k}^{(i)}\)
```

2.6. Curing breakdowns in Orthomin. As explained previously, the Orthomin version of ECG can break down. There exist several methods to overcome this issue, and in the following we recall the breakdown-free block $C G$ method defined in [21]. Starting from the original algorithm of O'Leary [29], the authors propose to perform a rank-revealing QR decomposition of $Z_{k+1}$ and then drop its null part before $A$-orthonormalizing it. They show that in exact arithmetic this allows one to continue the algorithm with nearly no further modification. The resulting algorithm is given in Algorithm 2.3.

From a practical point of view, the size of $P_{k+1}$ can be reduced, but at each iteration $Z_{k+1}$ is of size $n \times t$ because the size of $R_{k}$ remains constant. Hence the matrix product $A P_{k}$ is cheaper, but the application of the preconditioner $M^{-1} R_{k}$ is not. Furthermore, computing a rank-revealing QR factorization of $Z_{k+1}$ cannot be neglected because $Z_{k+1}$ is of size $n \times t$. One should keep in mind that the purpose of this method is to improve the stability of Orthomin. Thus, it is likely that it requires more flops than the dynamic variant of Orthodir.

```
Algorithm 2.3. BF-ECG algorithm.
    \(P_{0}=0, R_{0}=Z_{1}=R_{0}^{e}\)
    for \(k=1, \ldots, k_{\text {max }}\) do
        \(P_{k}=Z_{k}\left(Z_{k}^{\top} A Z_{k}\right)^{-1 / 2}\)
        \(\alpha_{k}=P_{k}^{\top} R_{k-1}\)
        \(X_{k}=X_{k-1}+P_{k} \alpha_{k}\)
        \(R_{k}=R_{k-1}-A P_{k} \alpha_{k}\)
        if \(\left\|\sum_{i=1}^{t} R_{k}^{(i)}\right\|_{2}<\varepsilon\left\|r_{0}\right\|\) then
            stop
        end if
        \(\beta_{k}=\left(A P_{k}\right)^{\top} R_{k}\)
        \(Z_{k+1}=R_{k}-P_{k} \beta_{k}\)
        \(Z_{k+1}=\operatorname{RRQR}\left(Z_{k+1}, \sqrt{\varepsilon_{\text {machine }}}\right)\) (using Algorithm 3.1)
    end for
    \(x_{k}=\sum_{i=1}^{t} X_{k}^{(i)}\)
```


## 3. Parallel design.

3.1. Data distribution. As is usually the case in parallel implementations of Krylov methods, we assume that the unknowns are distributed among the processors. We also assume that each processor owns different unknowns. Thus, all the variables whose size scales as the size of the linear system $\left(X_{k}, R_{k}, P_{k}, A P_{k}, Z_{k}\right)$ are distributed rowwise among the processors according to the distribution of the unknowns. All variables whose size scales as the enlarging factor $t\left(\alpha_{k}, \beta_{k}, \gamma_{k}, \rho_{k}\right)$ are replicated on all the processors. Locally, they are stored contiguously and column by column (see Figure 2). There is no allocation or deallocation of memory during the iterations. In particular, when using dynamic Orthodir or breakdown-free Orthomin the memory is not freed when the block size is reduced. The local memory consumption of preconditioned Orthodir and Orthomin on $N_{\text {proc }}$ processors is summarized in Table 1. For completeness, we also add the local memory consumption of the standard CG algorithm, described in [32], for instance, where only five vectors and two scalars are needed.


Fig. 2. Local distribution of the data: Orthodir on the left and Orthomin on the right.
Table 1
Complexity and memory consumption of Orthodir, Orthomin, and CG where $t$ is the enlarging factor, $n$ is the number of rows of $A$, and $N_{\text {proc }}$ is the number of processors. Parentheses indicate the number of calls to MPI_Allreduce.

|  | \# flops | \# messages | \# words | Memory |
| :--- | :---: | :---: | :---: | :---: |
| Omin | $16 \frac{n t^{2}}{N_{\text {proc }}}+4 \frac{n t}{N_{\text {proc }}}+\frac{1}{3} t^{3}$ | $4 \log _{2}\left(N_{\text {proc }}\right)(4)$ | $4 t^{2}$ | $5 \frac{n t}{N_{\text {proc }}}+2 t^{2}$ |
| Odir | $20 \frac{n t^{2}}{N_{\text {proc }}}+5 \frac{n t}{N_{\text {proc }}}+\frac{1}{3} t^{3}$ | $4 \log _{2}\left(N_{\text {proc }}\right)(4)$ | $5 t^{2}$ | $7 \frac{n t}{N_{\text {proc }}}+3 t^{2}$ |
| CG | $10 \frac{n}{N_{\text {proc }}}$ | $2 \log _{2}\left(N_{\text {proc }}\right)(2)$ | 2 | $5 \frac{n}{N_{\text {proc }}}$ |

3.2. Cost analysis of ECG. Our implementation of ECG is based on the reverse communication interface [9]. For one iteration of ECG, it requires external routines to apply the sparse matrix product and the preconditioner to a set of vectors. Indeed, the implementation of these routines highly depends on the linear system to be solved. This is why we do not take into account these operations in our cost analysis.

Given $n, t$ such that $t \ll n$, we denote by $V, W$ tall and skinny matrices of size $n \times t$ whose rows are distributed among the processors, and $\alpha$ is a matrix of size $t \times t$ replicated on the $N_{\text {proc }}$ processors. Following [26], it is possible to decompose the iterations of ECG (and, more generally, block CG) into the following kernels:

- $V \leftarrow V+W \alpha(\mathrm{tsmm}$ in [26]),
- $\alpha \leftarrow V^{\top} W$ (tsmtsm in [26]),
- Cholesky factorization of $\alpha$ (potrf),
- triangular solve of $\alpha$ with several right-hand sides (trsm).

Following the preconditioned ECG algorithm (Algorithm 2.1), each iteration of Orthodir and Orthomin consists of 3 tsmm (lines 7, 8, and 12), 4 tsmtsm (lines 5, 6, 9 , and 12), 1 potrf (line 5), and $2 \operatorname{trsm}$ (line 5). Indeed, line 5 of the algorithm (Algorithm 2.1) can be decomposed as

```
\(A Z_{k} \leftarrow A * Z_{k}\)
\(C \leftarrow \mathrm{tsmtsm}\left(Z_{k}, A Z_{k}\right)\)
\(C \leftarrow \operatorname{potrf}(C)\)
\(P_{k} \leftarrow \operatorname{trsm}\left(Z_{k}, C\right)\)
\(A P_{k} \leftarrow \operatorname{trsm}\left(A Z_{k}, C\right)\)
```

sparse matrix set of vectors
form $Z_{k}^{\top} A Z_{k}$
Cholesky factorization
update $P_{k}$ and $A P_{k}$

Doing so allows us to avoid calling the sparse matrix set of vectors product for computing $A P_{k}$ at the price of an extra trsm. Hence the difference between the two algorithms is the construction of $Z_{k+1}$ (line 12). The tsmtsm and tsmm for constructing $Z_{k+1}$ in Orthodir (see (2.5)-(2.7)) cost twice as much as for Orthomin (see (2.3)-(2.4)).

As matrices of size $t \times t$ are replicated among the processors, we notice that tsmm, the Cholesky factorization of $\alpha$, and the triangular solve of $\alpha$ are local operations without any communication. Hence we use the corresponding LAPACK routines: gemm, potrf (dense Cholesky factorization), and trsm (dense triangular solve with several right-hand sides). However, $V$ and $W$ are distributed and tsmtsm is not a local operation. The LAPACK routine gemm is called to compute the local product $V_{i}^{\top} W_{i}$ followed by a call to MPI_Allreduce.

Thus, the only kernel operation that requires a communication is tsmtsm, and four calls to MPI_Allreduce are done per iteration. It is usually assumed that during a call to MPI_Allreduce the number of messages sent and received on the network is equal to $\log _{2}\left(N_{\text {proc }}\right)$-although the exact number depends on the MPI implementation [36]. Moreover, it is a blocking operation: when completed, all the processors are synchronized. This is why in practice, as in standard CG, the communication cost is dominated by two calls to MPI_Allreduce: the one after the sparse matrix set of vectors product (line 5) and the one after the preconditioner (line 12) because they occur after operations with a potential load imbalance between processors.

In summary, the detailed costs of one iteration of Orthodir and Orthomin in terms of flops, words, and messages are indicated in Table 1. For the sake of comparison, we recall the complexity of the CG algorithm described in [32]. We also report the number of MPI_Allreduce in parentheses, in addition to the order of magnitude of the number of messages. In summary, one iteration of ECG is approximately $t^{2}$ times more costly in terms of flops than one iteration of CG. While the number of messages is of the same order, the number of words is also $t^{2}$ times larger. Indeed, there is a trade-off between these extra costs and the reduction of the number of iterations due to using enlarged Krylov subspaces as search spaces.
3.3. Cost of dynamic reduction of ECG. The implementation of the dynamic reduction of the search directions within Orthodir follows Algorithm 2.2. In practice, we use LAPACK routine gesvd and only compute the left singular vectors of $\alpha_{k}$, denoted by $U_{k}$. We check the singular values obtained. If there are some smaller than $\frac{\varepsilon}{\sqrt{t}}$, which is the criterion proposed in [16], we call geqrf on $U$ in order to perform the updates $P U_{k}, A P U_{k}$, and $U_{k}^{\top} \alpha_{k}$ in-place with ormqr. Since $P_{k}$ and $A P_{k}$ are stored in a column major fashion, the selection of the columns is done at no cost. Similarly, $H$ is not explicitly defined. However, the selection of the first rows of $\alpha_{k}$ implies an in-place memory rearrangement.

The implementation of breakdown-free Orthomin is similar to Orthomin, except the computation of a rank-revealing QR decomposition of $Z_{k+1}$. As $Z_{k+1}$ is distributed, it is not reasonable to use a LAPACK kernel to compute it. Instead, we use a modification of the Chol-QR algorithm [38] (Algorithm 3.1) which is a cheaper but
less stable alternative to $\operatorname{TS}-R R Q R[8,6]$. Its implementation is very easy using the LAPACK routine pstrf (Cholesky with pivoting) for computing $(R, \pi)$ at line 2 of
Algorithm 3.1. We use the default tolerance of pstrf for detecting the rank deficiency of $Z_{k+1}$; this is why the overall RRQR in Algorithm 2.3 (line 12) is computed up to $\sqrt{\varepsilon_{\text {machine }}}$. This of course might cause numerical issues, e.g., if the stopping criterion is set to a value smaller than $\sqrt{\varepsilon_{\text {machine }}}$.

```
Algorithm 3.1. Chol-RRQR.
Input: \(P, \varepsilon\)
Output: \(Q_{1}\) orthogonal such that \(P \pi=\left(\begin{array}{ll}Q_{1} & Q_{2}\end{array}\right)\left(\begin{array}{cc}R_{11} & R_{12} \\ 0 & R_{22}\end{array}\right)\), where \(\pi\) is a permutation
    and all the diagonal elements of \(R_{11}\) are larger than \(\varepsilon\)
    \(\mu \leftarrow P^{\top} P\)
    Compute \((R, \pi)\) such that \(\pi^{\top} \mu \pi=R^{\top} R\) with \(R=\left(\begin{array}{cc}R_{11} & R_{12} \\ 0 & R_{22}\end{array}\right)\) and all the diagonal
    elements of \(R_{11}\) are larger than \(\varepsilon^{2}\)
    \(P_{1} \leftarrow P \pi\left(:, 1: \operatorname{size}\left(R_{11}\right)\right)\)
    \(Q_{1} \leftarrow P_{1} R_{11}^{-1}\)
```


## 4. Numerical experiments.

4.1. Description of the parallel environment. In the experiments, we use a block Jacobi preconditioner, associating at each block an MPI process. Before calling ECG, each MPI process factorizes the diagonal block of $A$ corresponding to the local row panel that it owns. The initial enlarged residual $R_{0}^{e}=\left(\begin{array}{lll}R_{0}^{e(1)} & \ldots & R_{0}^{e(t)}\end{array}\right)$ is constructed as the leftmost example in Figure 1. At each iteration of ECG, each MPI process performs a backward and forward solve locally in order to apply the preconditioner. Hence the application of the block Jacobi preconditioner does not need any communication. It is likely that there exist better preconditioners than block Jacobi for our test cases; however, we are interested in the iterative method rather than in the preconditioner. In particular, we do not want to target specific applications and aim at being as generic as possible. Although in theory it is possible to apply any preconditioner within this implementation, in practice it is essential that applying this preconditioner to several vectors at the same time is not too costly, e.g, a sublinear complexity with respect to the number of vectors.

The following experiments are performed on a machine located at Umeå University as part of High Performance Computing Center North (HPC2N), called Kebnekaise. It is a heterogeneous machine formed by a mix of Intel Xeon E5-2690v4 (Broadwell) with $2 \times 14$ cores (and E7-8860v4 for large memory computations), Nvidia K80 GPU, and Intel Xeon Phi 7250 (Knight's Landing) with 68 cores. In our experiments, we use the so-called compute nodes, which are formed by Intel Xeon E5-2690v4 (Broadwell) with $2 \times 14$ cores. For a detailed description of the machine, we refer the reader to the online documentation. ${ }^{3}$

We compile the code (and its dependencies) using Intel toolchain installed on the machine: mpiicc (based on icc version 18.0.1 20171018) and MKL [37] version 2018.1.163. We use PETSc [2] in order to compare ECG implementation to PETSc PCG implementation. In particular, PETSc is configured to use MKL-PARDISO as the exact solver for sparse matrices in the block Jacobi preconditioner. For partitioning the matrix, we are using the METIS library downloaded and installed by PETSc.

[^3]

Fig. 3. Heterogeneity pattern of Young's modulus and Poisson's ratio for elasticity matrices.
4.2. Test cases. The Ela matrices arise from the linear elasticity problem with Dirichlet and Neumann boundary conditions defined as follows:

$$
\begin{align*}
\operatorname{div}(\sigma(u))+f & =0 & & \text { on } \Omega  \tag{4.1}\\
u & =0 & & \text { on } \partial \Omega_{D}  \tag{4.2}\\
\sigma(u) \cdot n & =0 & & \text { on } \partial \Omega_{N} \tag{4.3}
\end{align*}
$$

where $\Omega$ is some regular domain, e.g, a parallelepiped. We denote by $\partial \Omega_{D}$ the Dirichlet boundary, $\partial \Omega_{N}$ is the Neumann boundary, $f$ is some body force, and $u$ is the unknown displacement field. We denote by $\sigma($.$) the Cauchy stress tensor given by Hooke's law:$ it can be expressed in terms of Young's modulus $E$ and Poisson's ratio $\nu$. For a more detailed description of the problem, see [15]. We consider a heterogeneous beam made of several layers of a hard material $\left(E_{1}, \nu_{1}\right)=\left(2 \times 10^{11}, 0.25\right)$ and a soft material $\left(E_{2}, \nu_{2}\right)=\left(10^{7}, 0.45\right)$, i.e., discontinuous $E$ and $\nu$ (Figure 3). The matrices Ela_ $N$ correspond to this equation on a beam discretized with FreeFem ++ [18] using a triangular mesh that is refined as $N$ increases and the P 1 finite element scheme. More precisely, the mesh used for generating the Ela_4 matrix contains $1600 \times 30 \times 30$ points on the corresponding vertices. This mesh is coarsened by dividing the number of vertices in each dimension by $2^{1 / 3}$ in order to construct the Ela_3 matrix, and so on and so forth for the Ela_2 and Ela_1 matrices. This test case is known to be difficult because the matrix is ill conditioned. In particular, the standard one-level preconditioners are not expected to be very effective [34].

As previously pointed out, ECG is an algebraic method that does not rely on any particular assumption on the matrix, except that it is SPD. As an illustration, we also test the implementation on the five largest SPD matrices coming from the Sparse Matrix Collection of Tim Davis (see [5]). Numerical properties of the test matrices are summarized in Table 2.
4.3. Results. In all the experiments, the tolerance is set as the default tolerance of PETSc, i.e., $10^{-5}$, and the maximum number of iterations is set to 25,000 . The right-hand side is chosen uniformly random and normalized, and the initial guess is set to 0 . We do not use any kind of threading and use 28 MPI processes per node. Unless otherwise stated, we use one OpenMP thread per MPI process-we also perform numerical experiments to observe the effect of threading in the last section.

TABLE 2
Test matrices.

| Name | Size | Nonzeros | Problem |
| :--- | ---: | ---: | :---: |
| Hook_1498 | $1,498,023$ | $59,374,451$ | Structural problem |
| Flan_1565 | $1,564,794$ | $117,406,044$ | Structural problem |
| G3_circuit | $1,585,478$ | $7,660,826$ | Circuit simulation problem |
| Bump_2911 | $2,911,419$ | $130,378,257$ | Reservoir simulation |
| Queen_4147 | $4,147,110$ | $316,548,962$ | Structural problem |
| Ela_1 | 615,168 | $21,373,272$ | Linear elasticity |
| Ela_2 | $1,210,800$ | $42,611,160$ | Linear elasticity |
| Ela_3 | $2,383,125$ | $84,726,039$ | Linear elasticity |
| Ela_4 | $4,615,683$ | $165,388,197$ | Linear elasticity |

4.3.1. Impact of the enlarging factor. As a first step, we illustrate the behavior of the two operations that we did not take into account in our complexity analysis: the sparse matrix-set of vectors product, and the application of the block Jacobi preconditioner to a set of vectors. In Figure 4, we plot the runtimes we obtained for these two operations when varying the number of vectors in the right-hand side, with a fixed number of MPI processes set to 56 , and for the matrices coming from Tim Davis's collection. The sparse matrix-set of vectors is computed using PETSc's routine MatMatMult, and the block Jacobi preconditioner is computed using the MKL-PARDISO direct solver. For both kernels, we observe a sublinear increase in the runtime; i.e., when the number of right-hand sides increases, the time per righthand side is significantly reduced. However, we observe that the sparse matrix-set of vectors seems more sensitive to the number of right-hand sides, e.g., the runtime with eight right-hand sides is higher than with 10 -we suspect that this is due to some cache effects. In comparison, the behavior of the application of the block Jacobi preconditioner is more regular. We want to point out that G3_circuit has a very particular, and undesired, behavior because the runtime is increasing superlinearly when the number of right-hand sides is increasing. This is likely due to the particular structure of the matrix - it is much sparser than the others - and the internal functioning of MKL-PARDISO; it makes ECG not suitable for this matrix.

We now study the impact of the enlarging factor $t$ on the methods. More precisely, we fix the number of processors to 56 and we vary the value of $t$ for the four methods: Orthodir (Odir), Orthodir with dynamic reduction of the search directions (D-Odir), Orthomin (Omin), and breakdown-free Orthomin (BF-Omin).

The results obtained for the matrices coming from Tim Davis's collection are summarized in Table 3. First of all, we observe that for all these matrices Odir and Omin are indeed similar: the number of iterations is almost the same whatever the value of $t$. In particular, Omin does not break down for these matrices, and that is why we do not report the results we obtained with BF-Omin: they are the same as with Omin but with a slight increase in the runtime. Also, we do not report the runtime of D-Odir when $t$ is strictly smaller than 6 because the runtime is not reduced, and even slightly higher sometimes. For Flan_1565 and Hook_1498, we observe that the runtime is decreasing when $t$ increases, and this decrease is greater for Flan_1565 (a bit smaller than a factor of 2). The "best" value of $t$ is different for the two matrices ( 6 for Hook and 14 for Flan), but we also observe that there is not a very large variation of the runtime from one value of $t$ to another. For instance, values ranging from 6 to 10 deliver almost the same runtime for Hook_1498. As we pointed out previously,

(a) Results for the sparse matrix-dense matrix product using PETSc. At the top, we indicate the total runtime ( $y$-axis) with respect to the number of right-hand sides ( $x$-axis). At the bottom, it is the total runtime divided by the number of right-hand sides ( $y$-axis) with respect to the number of right-hand sides ( $x$-axis).

(b) Results for the block Jacobi preconditioner's application with MKL-PARDISO. At the top, we indicate the total runtime ( $y$-axis) with respect to the number of right-hand sides ( $x$-axis). At the bottom, it is the runtime divided by the number of right-hand sides ( $y$-axis) with respect to the number of right-hand sides ( $x$-axis).

FIG. 4. Runtime results (in seconds) for the key operations within an iteration of ECG: the application of the matrix to a set of vectors (Figure 4a) and the application of the block Jacobi preconditioner (Figure 4b). The number of processors is set to 56, and both operations are repeated 10 times.

G3_circuit is not adapted for ECG, and the runtime increases quite significantly when $t$ increases. This poor performance is very likely due to the behavior of the routine for applying the block Jacobi preconditioner (see Figure 4b) because the number of iterations is decreasing rather effectively when $t$ increases. For Bump_2911 and Queen_4147, we also observe that the runtime is increasing when $t$ increases. Unlike G3_circuit, for these two matrices the sparse matrix-set of vectors product and the application of the preconditioner are efficient when increasing $t$. In this case, the cause is inherent to the method: the number of iterations is not decreasing enough to compensate the increase in runtime of one iteration when the value of $t$ increases. This is particularly illustrated on Queen_4147, with Odir from $t=2$ to $t=28$ : the number of iterations is decreased by only $20 \%$. Furthermore, one could notice that the increase in runtime is indeed sublinear with respect to the increase of $t$. In all

Table 3
Runtime results ( $T_{t o t}$, in seconds) and the corresponding iteration count (iter) for the matrices coming from Tim Davis's collection with $N_{\text {proc }}=56$. The enlarging factor is denoted by $t$. The ++ means that the maximum number of iterations $(25,000)$ was reached.

| Method | $t$ | Hook |  | Flan |  | G3 |  | Bump |  | Queen |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter |
| Odir | 2 | 16.2 | 357 | 51.1 | 776 | 8.3 | 390 | 97.5 | 703 | 285.5 | 1056 |
|  | 4 | 12.8 | 217 | 40.8 | 456 | 9.6 | 336 | 109.6 | 607 | 350.4 | 992 |
|  | 6 | 11.7 | 176 | 32.5 | 341 | 11.1 | 288 | 112.1 | 572 | 350.6 | 940 |
|  | 8 | 12.2 | 149 | 31.0 | 268 | 11.3 | 251 | 121.6 | 532 | 408.9 | 942 |
|  | 10 | 11.9 | 131 | 28.6 | 233 | 11.6 | 213 | 128.1 | 515 | 415.5 | 901 |
|  | 12 | 13.0 | 122 | 29.5 | 204 | 12.7 | 201 | 142.0 | 503 | 457.9 | 877 |
|  | 14 | 13.3 | 114 | 28.4 | 185 | 13.3 | 182 | 154.7 | 507 | 476.2 | 863 |
|  | 16 | 14.3 | 108 | 29.6 | 171 | 13.5 | 170 | 165.6 | 472 | 527.7 | 860 |
|  | 18 | 14.6 | 104 | 28.7 | 158 | 14.0 | 157 | 162.6 | 455 | 537.2 | 841 |
|  | 20 | 15.9 | 100 | 30.8 | 148 | 14.5 | 149 | 181.7 | 447 | 610.6 | 831 |
|  | 22 | 16.3 | 96 | 30.4 | 141 | 15.7 | 145 | 197.8 | 462 | 626.8 | 820 |
|  | 24 | 16.8 | 91 | 31.3 | 132 | 15.9 | 139 | 213.2 | 465 | 685.4 | 819 |
|  | 26 | 17.5 | 89 | 31.5 | 127 | 16.8 | 133 | 221.1 | 455 | 708.9 | 827 |
|  | 28 | 18.3 | 86 | 32.5 | 121 | 17.1 | 128 | 241.2 | 465 | 742.6 | 799 |
| D-Odir | 6 | 11.4 | 177 | 32.4 | 345 | 10.7 | 290 | 112.7 | 580 | 353.2 | 963 |
|  | 8 | 11.8 | 150 | 30.8 | 269 | 11.6 | 253 | 121.1 | 540 | 409.9 | 967 |
|  | 10 | 11.4 | 132 | 28.2 | 235 | 11.4 | 215 | 125.3 | 523 | 351.8 | 927 |
|  | 12 | 12.5 | 124 | 29.0 | 206 | 12.2 | 203 | 139.1 | 516 | 460.5 | 895 |
|  | 14 | 12.5 | 115 | 27.5 | 188 | 12.9 | 184 | 149.3 | 532 | 475.1 | 882 |
|  | 16 | 13.3 | 110 | 28.7 | 173 | 13.0 | 171 | 153.4 | 483 | 514.8 | 885 |
|  | 18 | 13.4 | 106 | 27.5 | 161 | 13.5 | 158 | 156.1 | 465 | 533.5 | 863 |
|  | 20 | 14.4 | 101 | 29.2 | 150 | 14.0 | 151 | 171.4 | 455 | 502.2 | 861 |
|  | 22 | 15.5 | 97 | 28.7 | 143 | 14.8 | 147 | 178.9 | 475 | 606.7 | 843 |
|  | 24 | 15.2 | 92 | 29.4 | 134 | 14.8 | 141 | 193.5 | 488 | 637.2 | 851 |
|  | 26 | 15.7 | 90 | 29.5 | 130 | 15.7 | 135 | 198.2 | 484 | 674.2 | 858 |
|  | 28 | 16.4 | 87 | 30.4 | 123 | 16.2 | 131 | 209.9 | 486 | 710.4 | 827 |
| Omin | 2 | 14.7 | 357 | 50.9 | 776 | 8.5 | 390 | 96.0 | 701 | 284.1 | 1057 |
|  | 4 | 12.4 | 217 | 40.2 | 456 | 9.3 | 336 | 108.8 | 610 | 345.6 | 991 |
|  | 6 | 11.2 | 176 | 31.4 | 341 | 10.0 | 288 | 109.5 | 575 | 341.8 | 937 |
|  | 8 | 11.6 | 149 | 31.4 | 268 | 10.7 | 251 | 123.3 | 532 | 401.2 | 944 |
|  | 10 | 11.3 | 131 | 27.6 | 233 | 10.6 | 213 | 123.6 | 515 | 403.2 | 901 |
|  | 12 | 12.4 | 122 | 28.4 | 204 | 11.5 | 201 | 137.4 | 504 | 450.4 | 878 |
|  | 14 | 12.6 | 114 | 27.0 | 185 | 12.2 | 182 | 149.0 | 507 | 466.2 | 866 |
|  | 16 | 13.5 | 108 | 28.4 | 171 | 13.7 | 170 | 152.3 | 471 | 512.6 | 858 |
|  | 18 | 13.8 | 104 | 27.5 | 158 | 12.7 | 157 | 157.0 | 456 | 466.5 | 842 |
|  | 20 | 15.2 | 100 | 29.6 | 148 | 13.2 | 149 | 173.6 | 447 | 594.0 | 833 |
|  | 22 | 15.4 | 96 | 29.1 | 141 | 14.1 | 145 | 188.9 | 462 | 599.7 | 821 |
|  | 24 | 16.0 | 91 | 29.8 | 132 | 14.3 | 139 | 204.1 | 465 | 641.0 | 821 |
|  | 26 | 16.5 | 89 | 29.8 | 127 | 15.2 | 133 | 210.6 | 455 | 685.1 | 830 |
|  | 28 | 17.3 | 86 | 31.0 | 121 | 15.4 | 128 | 231.5 | 465 | 712.6 | 801 |

the cases, the D-Odir method allows one to reduce the runtime with respect to Odir when $t$ becomes large; e.g, for $t=28$, the runtime is decreased for all the matrices. Unfortunately, this reduction is not significant enough to make ECG attractive for G3_circuit, Bump_2911, and Queen_4147. For these matrices, the runtime is still increasing with $t$. For Hook_1498 and Flan_1565, it allows one to mitigate the added costs of Odir compared to Omin. In fact, as illustrated in Figure 5 for the Flan_1565 matrix, the reduction of the search directions usually occurs when the convergence has already started. This is why in practice we observe gains, in terms of runtime with respect to Odir, of the order of $5 \%$ to $10 \%$.

We perform the exact same experiments on Ela_1 matrix, also using 56 MPI


Fig. 5. Convergence (scale on the left) of D-Odir (odir-1) compared to Odir (odir-0) for the Flan matrix. The dashed line represents the number of search directions for D-Odir (scale on the right). Between parentheses, we indicate the difference of iteration count to reach convergence between D-Odir and Odir ( + means that D-Odir took more iterations to converge).

Table 4
Runtime results ( $T_{\text {tot }}$, in seconds) and the corresponding iteration count (iter) for Ela_1 with $N_{\text {proc }}=56$. The enlarging factor is denoted by $t$. The ++ means that the maximum number of iterations $(25,000)$ was reached, and the - means that a breakdown occurred.

| $t$ | Odir |  | D-Odir |  | Omin |  | BF-Omin |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter | $T_{\text {tot }}$ | iter |
| 2 | 60.1 | 3320 |  | ++ |  | - | 218.1 | 13,939 |
| 4 | 32.0 | 1362 |  | ++ |  | - | 138.4 | 5,357 |
| 6 | 23.6 | 868 |  | ++ |  | - | 524.6 | 19,898 |
| 8 | 15.1 | 461 | 14.1 | 457 |  | - | 492.3 | 16,426 |
| 10 | 14.0 | 375 | 12.3 | 363 |  | - | 515.8 | 15,074 |
| 12 | 14.5 | 334 | 14.2 | 403 |  | - | 854.4 | 23,176 |
| 14 | 14.1 | 296 | 12.2 | 300 |  | - | 568.8 | 13,333 |
| 16 | 15.0 | 265 | 13.4 | 285 |  | - |  | ++ |
| 18 | 14.9 | 252 | 13.2 | 254 |  | - |  | ++ |
| 20 | 16.2 | 231 | 12.5 | 237 |  | - |  | ++ |
| 22 | 15.5 | 224 | 13.9 | 228 |  | - |  | + + |
| 24 | 17.2 | 213 | 12.8 | 220 |  | - | 998.0 | 15,896 |
| 26 | 17.3 | 206 | 14.5 | 209 |  | - | 1,273.8 | 18,528 |
| 28 | 18.8 | 200 | 14.6 | 202 |  | - |  | ++ |

processes, and we summarize the results in Table 4. First of all, we observe that Omin breaks down for this matrix for all the values of $t$ tested. Using BF-Omin effectively cures the breakdowns, but the convergence becomes very slow, and for some values of $t$ the method simply does not converge within the prescribed maximum number of iterations. The resulting runtimes are both very slow (with respect to Odir) and unstable because from one value of $t$ to another the resulting number of iterations is changing significantly. For instance, for $t=12$ the number of iterations is roughly 13,000 , and for $t=14$ it is roughly 23,000 . On the contrary, Odir is very stable and converges for all the values of $t$ we have tested. The resulting runtime is decreasing
up to $t=8$, being almost a factor of 4 times less than for $t=2$, and then it starts to increase slightly when $t$ is larger than 20 . Finally, D-Odir is also unstable when $t$ is smaller than 6 and it cannot reach the required accuracy within the prescribed maximum number of iterations. We want to emphasize that one should not expect to obtain a significant gain with D-Odir when $t$ is small. However, when $t$ is large, as for Tim Davis's matrices, D-Odir is slightly faster than Odir. For instance, when $t=20$, D-Odir is $25 \%$ faster than Odir.

In conclusion, D-Odir is the best method over the different variants of ECG that were tested: it shows a good trade-off between the stability of Odir and the efficiency of Omin. The results support the theoretical convergence study done in the previous section. $\operatorname{ECG}(t)$ is acting as if the $t$ smallest eigenvalues of the matrix are deflated. Nevertheless, there exist matrices such as Bump_2911 or Queen_4147 for which the reduction of the number of iterations does not compensate the extra cost of ECG compared to standard CG, even when using the dynamic reduction of the search directions. Also, the resulting runtime highly depends on the optimization of the sparse matrix product and the application of the preconditioner to a set of vectors. For example, ECG shows very poor performances for G3_circuit because the sparse matrix-set of vectors product is not optimized for this matrix.
4.3.2. Strong scaling study. Following the parameter study, we perform a strong scaling study on Hook_1498, Flan_1565, Queen_4147, and Ela_4. As G3_circuit is not particularly well suited for the method, we do not perform the strong scaling study on this matrix. For the sake of brevity, we omit the results obtained with Bump_2911 because they are similar to those obtained with Queen_4147. There is an interplay between the choice of $t$ and the number of MPI processes. Indeed, increasing the number of MPI processes deteriorates the quality of the preconditioner and reduces its application cost. However, for the sake of simplicity, we decide to keep the value of $t$ constant while increasing the number of MPI processes.

The results are shown in Figure 6 (color is available online only). More precisely, we compare PETSc PCG (blue bars), ECG (orange bars), and a modified PETSc PCG (green bars), where the sparse matrix-vector is applied using the MatMatMult routine, i.e, the vector is regarded as a dense matrix with one column. For Hook_1498, we use D-Odir and set $t=10$, which corresponds to one of the best over the values of $t$ we tested in the previous study. We observe that D-Odir is faster than PETSc PCG when the number of MPI processes is relatively low (252 and 504), but when it is large (more than 1,000) PETSc PCG becomes almost twice as fast. For the other matrices, we also observe that the performance of ECG deteriorates significantly with respect to PETSc PCG when the number of MPI processes becomes large. This is because the routine MatMatMult is underoptimized when the number of MPI processes is large and the number of columns in the right-hand side is very low. For example, for Hook_1498 and Flan_1565, when $N_{\text {proc }}=2,016$, the MatMult routine (sparse matrixvector product) is around 10 times faster than the MatMatMult routine, where the right-hand side is regarded as a dense matrix with one column (see Figure 7). The total runtime per right-hand side of MatMatMult is indeed slightly lower than the runtime of MatMult when the number of right-hand sides is large enough; in this case, the total runtime of MatMatMult is significantly larger. However, if the number of right-hand sides is not large enough - which is the case in our strong scaling studythen the runtime per right-hand side is larger than the runtime of the MatMult routine. Furthermore, the gap is increasing when the number of MPI processes increases.

Hence we also compare ECG with a modified PETSc PCG (green bars in Fig-


Fig. 6. Strong scaling results for Hook_1498, Flan_1565, Queen_4147, and Ela_4 with $N_{\text {proc }}$ varying from 252 to 2016. We indicate both the runtimes, with bars (left scale), and the iteration counts, with black dots (right scale). The speed-up with respect to ECG is indicated on top of the bars.


Fig. 7. Runtime results per right-hand side (in seconds) for the sparse matrix-dense matrix product using PETSc (MatMatMult routine) with $N_{\text {proc }}=2,016$ for Hook_1498 and Flan_1565. In red (color is available online only), we indicate the runtime of a call to the MatMult routine.
ure 6) where the routine MatMatMult is used for computing the sparse matrix-vector product. We believe that this comparison is relevant because both ECG and this modified PETSc PCG rely on the exact same routine for computing the sparse matrix application to a (set of) vector(s). We indeed observe that this modified version of PETSc PCG is less scalable than the default one; e.g, for Hook_1498 the runtime is increasing from 1,008 to 2,016 MPI processes. Furthermore, we observe that this modified version of PETSc PCG is also less scalable than ECG; for Hook_1498, Flan_1565, and Ela_4, the speed-up is slightly increasing from 1,008 to 2, 016 MPI processes. As previously suggested by the parameter study, Queen_4147 is not very adapted for ECG, but even for this matrix, ECG is scaling as well as the modified PETSc PCG.

In conclusion, we have shown that ECG's scaling is highly dependent on the routine that performs the sparse matrix-set of vectors product. This is of course not very surprising. What is more surprising, however, is the fact that the MatMult routine of PETSc is much more scalable than the MatMatMult when the number of right-hand sides is small. In practice, this explains the difference in terms of the scalability of ECG compared to PETSc PCG. We believe that it should be possible to optimize the MatMatMult routine so that this difference would at least be reduced, or even be removed. Also, we want to emphasize that enlarging the Krylov subspaces is not incompatible with other techniques currently developed in order to increase the performances of Krylov methods. For instance, we mention that we are currently performing four calls to MPI_Allreduce per iteration, but that could be reduced to two, and even one with Odir (and D-Odir), by fusing them. Furthermore, we could use pipelining [13] or communication avoiding based on $s$-step methods [20, 3] on top of ECG-that would require us to take into account a possible loss of numerical stability of the method.
4.3.3. Dependence on the mesh size-weak scaling study. Given the importance of the parameter $t$ regarding the efficiency of the method, we perform a study of the convergence of the method with respect to the mesh size for the elasticity test case. More precisely, we consider the Ela_ $N$ matrices $(N=1, \ldots, 4)$. Our major focus is not the weak scaling of ECG, but rather the comparison between PETSc's CG and D-Odir in terms of runtime.

As for the strong scaling study, we use D-Odir(20). The results are summarized in Table 5. We observe that D-Odir(20) is always at least 3.5 times faster than PETSc PCG. However, the gap tends to slightly decrease when the number of MPI processes increases. Indeed, when $N_{\text {proc }}=256$, D-Odir(20) is up to 3.8 times faster than PETSc PCG. As outlined in the strong scaling study, the MatMatMult routine scales poorly (compared to the MatMult routine) when the number of columns in the right-hand side is very small. Thus, we also indicate, in the column labelled $T_{\mathrm{MMM}}$, the runtimes when replacing the sparse matrix-vector product within PETSc PCG by a call to MatMatMult. In this case, the gap between D-Odir(20) and the modified PETSc PCG is increasing when the number of MPI processes is increasing. For instance, when $N_{\text {proc }}=2016$, D-Odir(20) is around 6.5 times faster than the modified PETSc PCG, whereas it is 4.8 times faster for the smallest problem.
4.3.4. Impact of threads on performance. One motivation for enlarging the Krylov subspaces is to increase the arithmetic intensity of the resulting methods. This is particularly interesting to take advantage of the so-called manycore architecture, such as Nvidia GPUs, Intel Xeon Phi, or Sunway SW26010 used in the Sunway TaihuLight supercomputer. As the implementation relies on the MKL library which

Table 5
Weak scaling study. The dimension of the matrix is denoted by $n$, and $t$ denotes the enlarging factor. The ratio between PETSc runtime and ECG runtime is indicated between parentheses.

|  |  |  | D-Odir |  |  | PETSc CG |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# MPI | $n$ | $t$ |  | \# iter | $T_{\text {tot }}$ |  | \# iter | $T_{\text {def }}$ |  |
| 252 | $6.15 \times 10^{5}$ | 20 | 360 | 3.4 |  | 8,803 | $13.0(\times 3.8)$ | $16.3(\times 4.8)$ |  |
| 504 | $1.21 \times 10^{6}$ | 20 | 463 | 4.9 |  | 11,333 | $17.6(\times 3.6)$ | $23.7(\times 4.8)$ |  |
| 1008 | $2.38 \times 10^{6}$ | 20 | 608 | 6.8 |  | 14,801 | $23.8(\times 3.5)$ | $36.8(\times 5.4)$ |  |
| 2016 | $4.61 \times 10^{6}$ | 20 | 784 | 10.2 |  | 19,047 | $36.1(\times 3.5)$ | $64.0(\times 6.4)$ |  |

is multithreaded [37], it is straightforward to assess its efficiency on the Xeon Phi processors.

In order to do so, we perform the following experiments on NERSC's supercomputer Cori. It consists of two partitions, one with Intel Haswell processors and another with the last generation of Intel Xeon Phi processors: Knights Landing (KNL). More precisely, the second partition consists of 9,688 single-socket Intel Xeon Phi 7250 (KNL) processors with 68 cores each. For a detailed description of the machine, we refer the reader to the online documentation. ${ }^{4}$ We compile the code (and its dependencies) using the default compilers and libraries installed on the machine: icc version 18.0.1, cray-mpich version 7.6.2, MKL version 2018.1.163, and METIS version 5.1.0. We have installed PETSc, and as for Kebnekaise, it has been linked with MKL so that it uses MKL-PARDISO in the block Jacobi preconditioner. We consider the Ela_4 test case, and we study the impact of threads on the strong scaling of Odir(20). We do not use the dynamic reduction of the search directions in order to keep the cost of one iteration constant during the solve to better understand the effect of threading. We fix the number of MPI processes to 2048, and we increase the number of threads from one to eight-this means at most $2,048 \times 8=16,384$ threads, each one being bound to one physical core.

The results obtained are summarized in Table 6. We observe that using more than two threads, and up to eight, always has a significant effect on the speed-up, even when the number of MPI processes is high. For instance, as shown in Table 6 , increasing the number of threads from one to eight with a fixed number of 2,048 MPI processes leads to a decrease in runtime of 2. Of course, we are not close to full efficiency when using multiple threads, but we are still taking advantage of the BLAS 3 routines. Indeed, the corresponding speed-up with PETSc PCG is only 1.5. In particular, we observe that the difference between ECG's speed-up and PETSc PCG's speed-up is increasing when the number of threads is increasing. Thus, ECG is more adapted to the current trend in hardware architecture for reaching exascale, namely manycore processors.
5. Conclusion. In this paper, we have studied the ECG method. It relies on so-called enlarged Krylov subspaces which can be seen as particular cases of block Krylov subspaces. The parallel efficiency of the approach has been assessed, and we have shown that this method is scalable up to 16,384 cores and it is up to 6.9 times faster than PETSc's implementation of PCG.

First, we have thoroughly studied the method from a theoretical point of view under the assumption of exact arithmetic. Starting from the theory, we have exhibited the relationship between the two variants of the method (Orthodir and Orthomin)

[^4]Table 6
Runtime results (in seconds) on the Ela_4 matrix when $N_{\text {proc }}=2,048$. We indicate the speed-up when increasing the number of threads for each method.

|  | PETSc PCG |  |  | Odir(20) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| \# omp | $T_{\text {tot }}$ | speed-up |  | $T_{\text {tot }}$ | speed-up |
| 1 | 83.3 | - |  | 32.6 | - |
| 2 | 75.4 | 1.1 |  | 25.0 | 1.3 |
| 4 | 62.5 | 1.3 |  | 19.5 | 1.7 |
| 8 | 56.1 | 1.5 |  | 16.6 | 2.0 |

and thus explained their differences in terms of robustness. We also have studied its convergence rate, and we have shown that the ECG method is acting as if $t$ arbitrary eigenvalues at the end of the spectrum of the matrix were somehow deflated, where $t$ is the enlarging factor (the initial block size). Then we have described the parallel design of the method, including the two variants as well as their dynamic versions, where the number of search directions is adaptively reduced during the iterations [21, 16]. Numerical experiments show that enlarging the Krylov subspaces allows us to reduce significantly the number of iterations with respect to the standard PCG method. Furthermore, the reduction of the search directions allows us to reduce the cost of the extra arithmetic operations induced by the method. Overall, the proposed solver is up to 6.9 times faster than PETSc PCG for an elasticity matrix. Also, as our implementation is based on BLAS 3 kernels only, it improves the scaling when increasing the number of threads per MPI process. Thus, it is scaling up to 16,384 threads, each one bound to a physical core, and it is well adapted for manycore architectures.

Throughout this work, the only assumption we make is that the matrix is SPD. Hence the resulting methods are very generic and completely algebraic. For instance, it is straightforward to use D-Odir for solving linear systems with several right-hand sides. Similarly, ECG can be used with any preconditioner that could be used with CG. Thus, it can be integrated very easily in any existing code. Of course, many parameters come into play when the performance is considered, and ECG does not always overtake the standard CG method in terms of runtime. However, we have observed large speed-ups, up to 6.9 on elasticity matrices, for example. As ECG increases the arithmetic intensity and reduces the communication, it is well suited for modern and future architectures that exhibit massive parallelism. In order to observe this in practice, it is crucial that both the application of the operator (matrix) and of the preconditioner to a set of vectors scale sublinearly with respect to the number of vectors. We have found that it was not always the case with the MatMatMult routine of PETSc (with respect to MatMult). Thus, an interesting direction for future research is to reduce, and maybe even to remove, this gap. According to the theoretical study and the numerical experiments, ECG is particularly well adapted for matrices with a small number of small eigenvalues.
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