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• Large integers should be factored more
rapidly. Maple 9 can factor some
faster.

• Expressions involving Jacobi elliptic
functions are not simplified using the
standard identities.

• A single equals sign should not act as
an assigning operator inside DSolve
commands.

Despite these relatively minor problems,
version 5.0 is a significant improvement
over previous versions. Mathematica 5.0 ’s
support of sparse matrices, differential-
algebraic equations, difference equations,
inequalities, and improved speed make the
upgrade worthy of serious consideration.

The suggested retail price for Mathemat-
ica 5.0, including one year of Premier Ser-
vice, is $1880. The academic and student
versions list for $895 and $139.95, respec-
tively. Both these versions have the same
functionality as the professional version.
Mathematica 5.0 can be purchased directly
at www.wolfram.com.
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This book is a translation and slight revi-
sion of the French version [1] written by
the same set of authors and published in
1997. That work, in turn, is based on a
set of lecture notes prepared for an inten-
sive course offered several times in France

and other countries. In addition, the au-
thors have taught this material at various
Grandes Ecoles. According to the authors’
declaration, “the expected readers are engi-
neers, Master or Ph.D. students, confirmed
researchers, in applied mathematics or from
various other disciplines where optimization
is a need.” All this is to suggest that the
book has been classroom tested.

Yet this is not a textbook for students
with no background in optimization what-
soever. Indeed, the authors plainly state
that “little is said concerning optimiza-
tion theory proper (optimality conditions,
constraint qualification, stability theory).”
Knowledge of these matters and an aware-
ness of the various classes of optimization
problems and their applications is essen-
tial to an appreciation of what is conveyed
here, namely, “numerical algorithms for
optimization, their theoretical foundations
and convergence properties, as well as their
implementation, their use, and other prac-
tical aspects.” As the authors put it, “we
keep as a leading thread the practical value
of optimization methods, in terms of their
efficiency to solve real-world problems.” In
this respect, one thinks of the monographs
by Fletcher [2], Gill, Murray, and Wright [4],
and Nocedal and Wright [6]. As compared
with these three works, the book of Bonnans
et al. is, I believe, the most demanding from
the mathematical standpoint. It is proba-
bly also the most emphatic with regard to
what is useful. For instance, in speaking of
a standard version of the steepest-descent
method, Lemaréchal writes, “this method
is very bad because it is very slow; . . . [it]
should actually be forbidden.”

This English language version of the
book is approximately 100 pages longer
than its French parent. One has to es-
timate the difference in length because
the French edition has slightly greater line
length (\textwidth.) The greater length
is the result of splitting one chapter into
two, the inclusion of new sections in the
aforementioned chapters as well as oth-
ers, and the introduction of comments and
exercises. In reading this book, one has
to make allowances for the spotty English
usage. Most of the time, the text is per-
fectly clear and correct. But every once in
a while the fact that it was not written
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by anglophones is obvious. Sometimes the
errors are rather amusing, especially when
nonexistent words are used, as in the fol-
lowing example: “Extrapolating the proof
of Theorem 5.6, it can be thought (a dary
[sic] thought, indeed). . . .”

The structure of this work is a bit un-
usual. It consists of 24 chapters. One of
these is devoted to preliminaries (and is
so titled); the rest are distributed among
four parts, the themes of which are, in or-
der, unconstrained problems (5 chapters),
nonsmooth optimization (4 chapters), New-
ton’s methods in constrained optimization
(6 chapters), and interior-point algorithms
for linear and quadratic optimization (8
chapters). Each of these four parts is identi-
fied with a different one of the four authors.
(That is to say, there is a bijection from the
set of parts to the set of authors.) Although
the parts can be construed as four distinct
books lying between just two covers, they
are in fact more closely related than that;
the authors took a global view of what they
were doing and included many references
across the porous boundaries between the
four parts of their book. They furnish a
reference list of 319 entries and an index,
primarily concerned with subjects rather
than names.

The authorship of the introduction
(Chapter 1) is left unstated, although I
suspect it is mainly the work of Claude
Lemaréchal, to whom the other three au-
thors give thanks for “having given the
impetus to this new work by providing a
first English version.” Much of the content
of this chapter (notations, general problem
statements, classification of problems, etc.)
is standard, but it features a distinctive
selection of motivating examples coming
from (a) molecular biology, (b) meteorol-
ogy, (c) control of a deepwater vehicle, and
(d) electric power management. These en-
gaging real-world problems are then keyed
to portions of the book where the appropri-
ate “principles of resolution” are discussed.
The introduction contains a brief and ulti-
mately dismissive section on Zangwill’s con-
vergence theory. The section states a con-
vergence result from [8] about which the au-
thors say, “checking its hypotheses is in gen-
eral just as difficult as finding a direct proof
[of convergence], ‘case by case’. This section

can therefore be skipped.” And in the bibli-
ographical comments at the end of the chap-
ter, they assert that “convergence theory
à la Zangwill . . . is no longer much used in
practice.” I cannot quarrel with this assess-
ment, but the deliberate inclusion of the sec-
tion and these remarks seem unnecessary.

Part I (by Lemaréchal) is devoted to un-
constrained optimization of smooth func-
tions, by which is meant twice continuously
differentiable functions or, at the very least,
those with Lipschitz continuous gradients.
The usual topics are considered: a brief—
and disparaging—treatment of the gradi-
ent method (steepest descent), line search
techniques (“of crucial importance in prac-
tice”), second-order methods such as New-
ton’s method (damped and otherwise), and
the “utmostly [sic] important and univer-
sally used quasi-Newton method” includ-
ing the well-known BFGS method. Part I
also contains a chapter on the conjugate
gradient method (for historical reasons, be-
cause it “has been much used but is now
out of date”) and a final chapter on spe-
cial methods among which are trust-region
techniques, the Gauss–Newton approach to
least-squares problems, etc. Trust-region
methods and variants of Newton’s principle
are identified as methods that “will become
classical in the future.”

Part II (by Sagastizábal) is on nonsmooth
optimization (NSO), which, as construed
here, deals with optimization problems in
which the objective function is not continu-
ously differentiable. (The same may also be
true of the constraints as well.) Instead, the
objective function is here assumed to be con-
vex and finite everywhere. Such a function
is necessarily continuous and locally Lips-
chitzian. In this class of problems, the con-
cept of subdifferential plays a central role.

It is in this part of the book that the
greatest difference between the English and
French editions is to be found. Its opening
chapter is concerned with theoretical as-
pects of nonsmooth optimization. After a
section on convex analysis, there come two
new sections. The first is on Lagrangian
relaxation and duality, and the second is on
two special nondifferentiable convex func-
tions (the pointwise maximum of a collec-
tion of smooth convex functions and the
Lagrangian dual function). Next comes a
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chapter on special methods in NSO. A few
enlightening examples illustrate how the
naive transfer of techniques from smooth
optimization to nonsmooth optimization
may lead to serious computational traps.
Descent methods and “black box” methods
round out the chapter. Part II concludes
with a chapter on bundle methods followed
by another on decomposition and duality.

In Part III we come to constrained opti-
mization via Newton-like methods. To a
large extent, this amounts to using the
methodology known as sequential quadratic
programming (SQP). In the generally use-
ful introduction to this part, the author
(Gilbert) states that “the basic idea is to
linearize the optimality conditions of the
problem and to express the resulting linear
system in a form suitable for calculation.”
At first glance, this view of the procedure
seems at variance with the usual interpre-
tation, which speaks of (the successive)
quadratic approximation of the objective
function and linear approximation of the
constraints after which the optimality con-
ditions of the resulting quadratic program
are to be solved. But the two approaches
amount to the same thing.

Recognizing that the subject at hand can
raise many questions and take many di-
rections for their answers, Gilbert wisely
observes that “there is little to be gained
from describing each of these algorithms.”
His aim, instead is “to present the con-
cepts that form the building blocks of these
methods and to show why they are rele-
vant.” In a small way, this remark typifies
the very nice pedagogical orientation of this
part of the book. Another fact that distin-
guishes this part of the book from the rest
is that five of its six chapters end with sets
of exercises. The content of Part III in-
cludes a worthwhile chapter on background
material with sections on first- and second-
order optimality conditions, speed of con-
vergence, projection onto a closed convex
set, and Newton’s method. Other chapters
deal with equality-constrained problems,
problems with mixed constraints (equations
and inequalities), exact penalization tech-
niques, and quasi-Newton methods.

Part IV (by Bonnans) covers interior-
point algorithms for linear and quadratic
programming. It delivers an introduction

to the simplex algorithm and a treat-
ment of primal-dual path-following meth-
ods. The subject is developed in the frame-
work of monotone linear complementarity
problems, as in the work of Kojima et al. [5]
and S. J. Wright [7], among others. Those
familiar with this subject will recognize the
inadequacy of packing such a large body of
knowledge into such a tiny nutshell.

The opening chapter of this part be-
gins with an existence theorem for lin-
early constrained convex optimization prob-
lems. The constraints are expressed in stan-
dard form: linear equations in nonnegative
variables. A part of this theorem can be
viewed as a restrictive form of the Frank–
Wolfe theorem for quadratic programming
(see [3, Appendix I], which is not cited
in this book). This is followed by a sec-
tion on (Lagrangian) duality for linear
and quadratic programming, the concept
of saddle-point, and the Goldman–Tucker
theorem on strict complementarity in linear
programming. Finally, we come to the sim-
plex algorithm—hardly an interior-point al-
gorithm, but one that is of historical impor-
tance, provides a benchmark for algorithmic
analysis, and is of value in the “purification
process” by which an “exact solution” is
computed. As may be expected, the devel-
opment of the simplex algorithm is matrix
theoretic.

In a chapter on “linear monotone com-
plementarity” (or monotone linear com-
plementarity) and associated vector fields,
Bonnans develops theoretical tools for the
subsequently presented algorithms. Among
these tools are the logarithmic penalty func-
tion, the concept of the central path, prop-
erties of the monotone LCP (including some
interesting and seldom discussed group-
theoretic results), vector fields associated
with the central path, and continuous tra-
jectories where the differential equations
arising in the aforementioned vector fields
are considered.

The next two chapters briefly cover
predictor-corrector algorithms and non-
feasible algorithms, respectively, along with
a bit of the corresponding complexity
analysis.

Self-duality is the subject of the follow-
ing chapter. The emphasis is on the form
of the LCP that arises in the study of linear
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programs with linear inequality constraints
in nonnegative variables. Much is made of
this property in path-following methods. It
must be said that the subject of self-duality
goes back much further than one would ever
imagine from reading this chapter.

The last three chapters of Part IV cover
one-step methods, the complexity of linear
optimization with integer data, and finally
a very short (and antiseptic) discussion of
Karmarkar’s algorithm. In the latter chap-
ter (as in others) much of the scholarship
one would expect to find in a work such as
this is conveyed only through the reference
lists of a few cited journal articles.

When viewed as the lecture notes of an
intensive course, this book is remarkably
fine. It covers a lot of ground in a lively,
authoritative way. But in reading it, I re-
peatedly asked myself the question, Could
I use this as a textbook in one of my gradu-
ate courses on optimization? I consistently
responded, “No, not all by itself.” It is too
abstract, too lacking in numerical examples
and exercises. Parts of it would make ex-
cellent collateral reading. Parts of it would
serve nicely as the skeleton to which some
flesh could be attached to create a course
for graduate students in engineering and the
mathematical sciences, especially those in
North America whose undergraduate back-
ground provides so little exposure to math-
ematical rigor and abstraction. Of course,
as noted at the outset, the audience en-
visioned by the authors is broader than
just students. This book definitely merits
a place on the bookshelf of the “confirmed
researcher.”
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To quote from the preface:

This book evolved from the need to mi-
grate computational science into under-
graduate education. It is intended for
students who have had basic physics,
programming, matrices and multivari-
able calculus.

The choice of topics in the book has
been influenced by the Undergraduate
Computational Engineering and Sci-
ence project (a United States Depart-
ment of Energy funded effort). . . .

This textbook shows how to numerically
solve relatively simple partial differential
equations arising from the modeling of phys-
ical situations such as heat transfer and
fluid flow. It uses Matlab and Fortran 90
(with MPI for parallel programming). The
Matlab and Fortran 90 codes emphasize
vectorization of the linear algebra; indeed,
it is the only feature specific to Fortran 90
that is exploited widely.

The book falls into two parts. In the
first, the basic ideas of physical modeling
are used to derive the partial differential
equations describing physical situations and
their discretizations. This material is inter-
spersed with developments of standard nu-
merical methods mainly associated with the


